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Introduction 

Two recent developments have caused fast and 
lasting changes to the field of structural biology: the 
advent of X-ray free electron lasers (X-FEL), and the 
introduction of direct electron detector (DED) 
cameras now used in electron microscopy (EM). 
While the X-FEL promises to solve the structure of 
proteins assembled in nanometer-sized 3D/2D 
crystals, cryo-electron microscopy (cryo-EM) allows 
the structural investigation of protein complexes 
without crystallization by a so called “single particle 
approach”. 
However, state-of-the-art sample preparation 
techniques suffer, amongst others, from high sample 
consumption, such as the liquid-jet injectors 
commonly used to deliver protein crystals to the X-
FEL beam. Similarly, techniques for single particle 
EM still depend on filter paper blotting, a method 
used to remove excess sample during preparation. 
Blotting consumes high amounts of sample, can 
cause reproducibility issues, and loss or degradation 
of sample. 
Analogous to electron microscopy, where specimens 
are deposited on an electron transparent EM grid, 
protein crystals can be introduced into the X-FEL 
beam on an X-ray transparent support [1]. In this 
case, the same constraints as for EM apply, i.e., the 
biological specimens must be prepared in a way that 
preserves their native structure. This can be 
achieved by cryo-preservation or sugar embedding 
with trehalose. For EM, a third alternative is the 
embedding of specimens in a layer of amorphous 
heavy metal salt (negative stain EM). The latter 
exhibits a high signal-to-noise ratio, but lacks the 
high resolution of cryo-EM. 
Here, we report on new sample conditioning and 
preparation methods using nanoliter-sized samples 
of 3D nanocrystals or single protein particles for 
diffraction experiments and single particle EM, 
respectively. In addition, these methods further 
enable a technique named “visual proteomics”, 
which is used to study the protein content of 
individual mammalian cells.  

Nanoliter sample conditioning 

In the classical EM negative stain or trehalose 
embedding preparation, the sample is first adsorbed 
on a thin carbon layer and excess sample is blotted 
away with a filter paper. Before everything dries, the 
conditioning solution (negative stain or trehalose) is 
applied. Eventually, the conditioning solution is 
blotted away as well and the grid is air-dried. 
We have developed a method for negative stain 
sample preparation or trehalose embedding of 
protein particles and nanocrystals that only 

consumes 5 nL or less of biological material [2]. To 
this end, a few nanoliter of sample are aspirated in 
the tip of a microcapillary (Fig. 1a). The loaded tip is 
immersed into a reservoir of negative stain or 
trehalose; the conditioning is driven by diffusion, 
exploiting the different diffusion constants of salt 
molecules and larger protein particles/nanocrystals 
(Fig. 1b). Subsequently, the sample is spread on a 
support, here a glow-discharged carbon surface of 
an EM grid (Fig. 1c). The results show that trehalose 
embedding protects crystals from the ultrahigh 
vacuum in the EM. Figure 2a shows an image of a 
sugar-embedded nanocrystal. Figure 2b shows the 
corresponding diffraction pattern with diffraction 
spots below 1/(1 Å) (arrows). 

 
Fig. 1 Sample conditioning of nanoliter volumes for EM. 
(a) A few nanoliter of sample are loaded from a sample 
tube or crystallization screen into the tip of a 
microcapillary. (b) The microcapillary is now immersed 
in conditioning solution (e.g., negative stain, or 
trehalose). Within few minutes, the small sample plug is 
desalted and stain ions or trehalose molecules are 
introduced by diffusion. Note that the much larger 
proteins or nanocrystals exhibit significant lower 
diffusion constants and are retained in the capillary. (c) 
the conditioned sample plug is deposited on an EM grid 
and let to dry. Scale bar 500 µm. 

 
Fig. 2 (a) Nanocrystal conditioned in 2.5% (w/v) 
trehalose, scale bar 1 µm. (b) Electron diffraction of the 
nanocrystal depicted in (a). The yellow circle marks the 
resolution of 1/1 Å. Higher resolution diffraction spots are 
visible (yellow arrows). The scale bar represents 1/1.7 Å. 
 
Figure 3a shows negatively stained 20S proteasome 
particles successfully prepared from 5 nL. In 
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combination with a previously developed single-cell 
lysis instrument [3], the new sample conditioning 
method further allowed the preparation of single-
cell lysates for visual analysis by EM (Fig. 3b). 

 
Fig. 3 (a) Negatively stained 20S proteasome particles. 
(b) Cell lysate collected from a single, adherently grown 
HEK 293 cell and prepared with the nanoliter sample 
conditioning method. Stain: 2% NanoW, pH 6.8. Scale 
bars represent 50 nm. 

Nanoliter cryo-EM grid preparation 

To benefit from high-resolution data acquisition 
using novel DED cameras and high-end cryo-EM, 
the instrument was further enhanced to perform 
cryo-preparation of nanoliter samples. The invented 
cryoWriter device is illustrated in figure 4, and 
proof-of-concept data in figure 5 and 6.	

 
Fig. 4 Working principle of the cryoWriter device 
(adapted from [4]). (a) A standard holey carbon film EM 
grid (1) is mounted between the tips of tweezers (2) and 
positioned flat on a temperature-controlled stage (3). The 
stage temperature is set close to the dew point and can be 
regulated using a PID controller. The stage (3) is mounted 
on a motorized xy stage to move the grid relative to a 
microcapillary (4), which can be lowered to a few 
micrometers above the grid. This microcapillary deposits 
a few nanoliters of sample while the stage is moving in a 
sinuous pattern. (b) After sample deposition, the 
microcapillary is withdrawn and the stage (3) moves to 
position the grid (1) between an IR laser (λ=780 nm; 5) 
and a photodiode (6). Interference effects from the thin 
aqueous sample film on the grid cause a change in signal 
intensity as water evaporates. (c) A trigger automatically 
initiates plunge-freezing when the photodiode signal 
reaches a defined threshold level. The tweezers and grid 
are rapidly withdrawn from the stage, flipped by 90 
degrees into the vertical position and plunged into a 
cryogen (7). 
The cryoWriter’s potential for high-resolution 
structural analysis was demonstrated with urease 
from Yersinia enterocolitica bacteria. Figure 6a 
documents the high quality of the sample grid 
imaged with a Titan Krios microscope equipped 
with a DED camera. Class averages selected from an 
initial 2D classification are shown in figure 6b. 
Particle refinement yielded a 3D reconstruction (Fig. 
6c) of the tetrameric complex at a resolution of 
5.03 Å. 

 
Fig. 5 Proof-of-concept data for cryo-grid preparation 
using the cryoWriter device (figure adapted from [4]). 
(a) Overview showing a thin film of vitreous ice. Yellow 
arrows indicate sample borders. Inset: four-fold 
enlargement of a border region after contrast adjustment 
to improve visibility. Note the homogenous layer of 
vitreous sample. Scale bar: 100 µm. (b) Apoferritin 
particles and bacteriophages in Tris-HCl buffer prepared 
by this method and imaged at high magnification and 
defocus to increase contrast. Inset: two-fold enlargement 
of the indicated region showing a bacteriophage tail and 
a few ring-shaped apoferritin complexes. Scale bar: 
80 nm. 

 
Fig. 6 Proof-of-concept use of the cryoWriter to prepare 
samples for high-resolution structural analysis; (figure 
adapted from [4]). (a) Drift-corrected cryo-EM image of 
urease particles embedded in vitreous ice. Inset: the 
particles with increased contrast. Scale bar, 50 nm. (b) 2D 
class averages including ~3’400 of the 10,000 particles 
initially selected. Scale bar, 5 nm. (c) A cross-section of the 
urease density map at 5.03 Å resolution with the fitted X-
ray model (DOI: 10.2210/pdb4z42/pdb). 
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Introduction 

Two recent developments have caused fast and 
lasting changes to the field of structural biology: the 
advent of X-ray free electron lasers (X-FEL), and the 
introduction of direct electron detector (DED) 
cameras now used in electron microscopy (EM). 
While the X-FEL promises to solve the structure of 
proteins assembled in nanometer-sized 3D/2D 
crystals, cryo-electron microscopy (cryo-EM) allows 
the structural investigation of protein complexes 
without crystallization by a so called “single particle 
approach”. 
However, state-of-the-art sample preparation 
techniques suffer, amongst others, from high sample 
consumption, such as the liquid-jet injectors 
commonly used to deliver protein crystals to the X-
FEL beam. Similarly, techniques for single particle 
EM still depend on filter paper blotting, a method 
used to remove excess sample during preparation. 
Blotting consumes high amounts of sample, can 
cause reproducibility issues, and loss or degradation 
of sample. 
Analogous to electron microscopy, where specimens 
are deposited on an electron transparent EM grid, 
protein crystals can be introduced into the X-FEL 
beam on an X-ray transparent support [1]. In this 
case, the same constraints as for EM apply, i.e., the 
biological specimens must be prepared in a way that 
preserves their native structure. This can be 
achieved by cryo-preservation or sugar embedding 
with trehalose. For EM, a third alternative is the 
embedding of specimens in a layer of amorphous 
heavy metal salt (negative stain EM). The latter 
exhibits a high signal-to-noise ratio, but lacks the 
high resolution of cryo-EM. 
Here, we report on new sample conditioning and 
preparation methods using nanoliter-sized samples 
of 3D nanocrystals or single protein particles for 
diffraction experiments and single particle EM, 
respectively. In addition, these methods further 
enable a technique named “visual proteomics”, 
which is used to study the protein content of 
individual mammalian cells.  

Nanoliter sample conditioning 

In the classical EM negative stain or trehalose 
embedding preparation, the sample is first adsorbed 
on a thin carbon layer and excess sample is blotted 
away with a filter paper. Before everything dries, the 
conditioning solution (negative stain or trehalose) is 
applied. Eventually, the conditioning solution is 
blotted away as well and the grid is air-dried. 
We have developed a method for negative stain 
sample preparation or trehalose embedding of 
protein particles and nanocrystals that only 

consumes 5 nL or less of biological material [2]. To 
this end, a few nanoliter of sample are aspirated in 
the tip of a microcapillary (Fig. 1a). The loaded tip is 
immersed into a reservoir of negative stain or 
trehalose; the conditioning is driven by diffusion, 
exploiting the different diffusion constants of salt 
molecules and larger protein particles/nanocrystals 
(Fig. 1b). Subsequently, the sample is spread on a 
support, here a glow-discharged carbon surface of 
an EM grid (Fig. 1c). The results show that trehalose 
embedding protects crystals from the ultrahigh 
vacuum in the EM. Figure 2a shows an image of a 
sugar-embedded nanocrystal. Figure 2b shows the 
corresponding diffraction pattern with diffraction 
spots below 1/(1 Å) (arrows). 

 
Fig. 1 Sample conditioning of nanoliter volumes for EM. 
(a) A few nanoliter of sample are loaded from a sample 
tube or crystallization screen into the tip of a 
microcapillary. (b) The microcapillary is now immersed 
in conditioning solution (e.g., negative stain, or 
trehalose). Within few minutes, the small sample plug is 
desalted and stain ions or trehalose molecules are 
introduced by diffusion. Note that the much larger 
proteins or nanocrystals exhibit significant lower 
diffusion constants and are retained in the capillary. (c) 
the conditioned sample plug is deposited on an EM grid 
and let to dry. Scale bar 500 µm. 

 
Fig. 2 (a) Nanocrystal conditioned in 2.5% (w/v) 
trehalose, scale bar 1 µm. (b) Electron diffraction of the 
nanocrystal depicted in (a). The yellow circle marks the 
resolution of 1/1 Å. Higher resolution diffraction spots are 
visible (yellow arrows). The scale bar represents 1/1.7 Å. 
 
Figure 3a shows negatively stained 20S proteasome 
particles successfully prepared from 5 nL. In 
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combination with a previously developed single-cell 
lysis instrument [3], the new sample conditioning 
method further allowed the preparation of single-
cell lysates for visual analysis by EM (Fig. 3b). 

 
Fig. 3 (a) Negatively stained 20S proteasome particles. 
(b) Cell lysate collected from a single, adherently grown 
HEK 293 cell and prepared with the nanoliter sample 
conditioning method. Stain: 2% NanoW, pH 6.8. Scale 
bars represent 50 nm. 

Nanoliter cryo-EM grid preparation 

To benefit from high-resolution data acquisition 
using novel DED cameras and high-end cryo-EM, 
the instrument was further enhanced to perform 
cryo-preparation of nanoliter samples. The invented 
cryoWriter device is illustrated in figure 4, and 
proof-of-concept data in figure 5 and 6.	

 
Fig. 4 Working principle of the cryoWriter device 
(adapted from [4]). (a) A standard holey carbon film EM 
grid (1) is mounted between the tips of tweezers (2) and 
positioned flat on a temperature-controlled stage (3). The 
stage temperature is set close to the dew point and can be 
regulated using a PID controller. The stage (3) is mounted 
on a motorized xy stage to move the grid relative to a 
microcapillary (4), which can be lowered to a few 
micrometers above the grid. This microcapillary deposits 
a few nanoliters of sample while the stage is moving in a 
sinuous pattern. (b) After sample deposition, the 
microcapillary is withdrawn and the stage (3) moves to 
position the grid (1) between an IR laser (λ=780 nm; 5) 
and a photodiode (6). Interference effects from the thin 
aqueous sample film on the grid cause a change in signal 
intensity as water evaporates. (c) A trigger automatically 
initiates plunge-freezing when the photodiode signal 
reaches a defined threshold level. The tweezers and grid 
are rapidly withdrawn from the stage, flipped by 90 
degrees into the vertical position and plunged into a 
cryogen (7). 
The cryoWriter’s potential for high-resolution 
structural analysis was demonstrated with urease 
from Yersinia enterocolitica bacteria. Figure 6a 
documents the high quality of the sample grid 
imaged with a Titan Krios microscope equipped 
with a DED camera. Class averages selected from an 
initial 2D classification are shown in figure 6b. 
Particle refinement yielded a 3D reconstruction (Fig. 
6c) of the tetrameric complex at a resolution of 
5.03 Å. 

 
Fig. 5 Proof-of-concept data for cryo-grid preparation 
using the cryoWriter device (figure adapted from [4]). 
(a) Overview showing a thin film of vitreous ice. Yellow 
arrows indicate sample borders. Inset: four-fold 
enlargement of a border region after contrast adjustment 
to improve visibility. Note the homogenous layer of 
vitreous sample. Scale bar: 100 µm. (b) Apoferritin 
particles and bacteriophages in Tris-HCl buffer prepared 
by this method and imaged at high magnification and 
defocus to increase contrast. Inset: two-fold enlargement 
of the indicated region showing a bacteriophage tail and 
a few ring-shaped apoferritin complexes. Scale bar: 
80 nm. 

 
Fig. 6 Proof-of-concept use of the cryoWriter to prepare 
samples for high-resolution structural analysis; (figure 
adapted from [4]). (a) Drift-corrected cryo-EM image of 
urease particles embedded in vitreous ice. Inset: the 
particles with increased contrast. Scale bar, 50 nm. (b) 2D 
class averages including ~3’400 of the 10,000 particles 
initially selected. Scale bar, 5 nm. (c) A cross-section of the 
urease density map at 5.03 Å resolution with the fitted X-
ray model (DOI: 10.2210/pdb4z42/pdb). 
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Introduction 

Monitoring the motion and interactions of single 
particles in solution is of great scientific and 
application interest since it provides information on 
local dynamics and reactions. Stable trapping of 
nano-objects smaller than 100 nm without changing 
their properties remains a major challenge. In the 
last years, especially one method has attracted the 
attention that enables contact-free and passively 
trapping and detection of nano-objects without the 
need of externally applied fields, the so-called 
geometry induced electrostatic (GIE) trapping [1,2]. 
In GIE trapping, single charged nano-objects are 
trapped by electrostatic repulsion from charged 
walls of fluidic channels with nanometer height (see 
3D schematic in Fig. 1) [1-3].  

 

Fig. 1 3D schematic and principle of the pneumatic 
nanofluidic trapping device. A) Design of the multilayer 
PDMS device with an integrated pneumatic system for 
manipulating the trapping performance of the underlying 
nanofluidic trapping channel. B) Trapping and 
manipulation principle: If no pressure is applied in the 
pneumatic air channel, the particles are weakly confined 
in the pockets. If the gauge pressure pg is increased, the 
nanofluidic channel height hc is decreased, leading to a 
stronger trapping of the particles. If a vacuum is applied 
in the pneumatic channel, the particles are fully released.  

However, the high-performance nanofabrication 
processes to produce the silicon and glass based GIE 
trapping devices makes the development and usage 
challenging, due to high costs and limited access to 

cleanroom facilities and nanofabrication tools. As 
reported in the SNI Annual Report 2016, GIE 
trapping devices made from replica molding of 
Polydimethylsiloxane (PDMS) simplifies fabrication 
and results in high-throughput and low-cost 
production [3]. Moreover, the ease of use and fast 
production makes them equally available for 
research and commercial applications.  

However, due to the absence of an external applied 
control, there is a lack of active manipulation of the 
trapped objects during the experiment, even for the 
PDMS-based GIE trapping devices. The technique is 
limited by the initial geometrical design parameters, 
especially the nanofluidic channel height hc. Here, 
we report on an integrated multilayer 3D pneumatic 
system that makes the PDMS-based GIE trapping 
devices capable of controlling the potential depth 
and trap stiffness by actively manipulating the 
nanofluidic channel height during the experiment. 

Fabrication of the multilayer 3D PDMS-based 
GIE-trapping devices 

The fabrication steps of the multilayer 3D PDMS-
based GIE trapping devices are sketched in figure 2. 
The devices were fabricated by a multi-step soft 
lithography process. Two separate designs were 
needed for each multilayer, the nanofluidic trapping 
layer and the pneumatic microfluidic layer. The 
PDMS nanofluidic trapping layer was spin-coated 
on an OrmoStamp master to obtain a thin PDMS 
membrane of about 70 µm. The pneumatic 
microfluidic layer was PDMS molded, cured and 
subsequently plasma-bonded on top of the thin 
PDMS membrane. Finally, the devices were peeled 
off from the OrmoStamp master and plasma-
bonded to a coverslip glass to seal the nanofluidic 
devices and provide optical access.  

Influence of pneumatic gauge pressure pg on the 
radial trapping stiffness kr 

The working principle of the device is sketched in 
figure 1B. If no pressure was applied in the upper 
pneumatic channel (pg = 0 mbar), the particles were 
weakly trapped in the nanometer-sized pockets of 
the underlying nanofluidic trapping channel. The 
particles could enter and release the trap if they had 
enough kinetic energy to overcome the potential 
depth of the trap. Reducing the pressure and 
applying a vacuum in the pneumatic microchannel, 
increased the height hc of the nanofluidic channel, 
which released all particles from the traps. 
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Fig. 2 Schematic of the fabrication steps of the PDMS 
multilayer GIE trapping device. First, two designs are 
fabricated individually: a nanofluidic trapping master 
and (A) and a pneumatic microfluidic master (B). The two 
separate PDMS layers are combined to a multilayer 
PDMS pneumatic GIE trapping device by covalently 
plasma binding (C).  

If a controllable pressure pg was applied in the 
pneumatic channel, the individual particles could be 
trapped strongly in the pockets. In figure 3, a 
stepwise increase of pg up to 500 mbar is 
demonstrated. At a pressure pg of 100 mBar, the 
particles are stably but loosely trapped with a trap 
stiffness of 0.9 fN/nm as seen in the broad radial 
displacement r of a 100 nm example particle. 
Increasing the pg lowers the nanofluidic channel 
height hc resulting in stronger confinement of the 
particle. At a pressure pg of 500 mbar, the particle is 
strongly trapped with a more than two orders of 
magnitude higher trap stiffness of 0.11 pN/nm as 
seen in the confined radial displacement of the 
particle. At this stage, the particles could be 
individually trapped for several weeks and longer.  

 

Fig. 3 Influence of the pressure change in the pneumatic 
microfluidic channel on the trapping strength of a 100 nm 
trapped AuNP in a wp = 500 nm nanotrap. If the pressure 
in the air microchannel is increased, the particle is 
stronger confined (decrease of radial displacement r) 
resulting in a stronger trap stiffness kr. 

In summary, we introduced the fabrication of 
multilayer 3D PDMS pneumatic devices for contact-
free electrostatic trapping and active manipulation 
of nano-objects in nanofluidic channels. The rapid 
and low-cost fabrication and simple usage of the 
devices open the door for individual nano-object 
analysis and experiments in aqueous environments 
for research and commercial applications equally. 
Furthermore, these features enable the possibility 
for fast analysis of multiple samples by releasing the 
trapped objects after measurements and flushing 
the nanofluidic channels with new sample solutions.  
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Introduction 

Monitoring the motion and interactions of single 
particles in solution is of great scientific and 
application interest since it provides information on 
local dynamics and reactions. Stable trapping of 
nano-objects smaller than 100 nm without changing 
their properties remains a major challenge. In the 
last years, especially one method has attracted the 
attention that enables contact-free and passively 
trapping and detection of nano-objects without the 
need of externally applied fields, the so-called 
geometry induced electrostatic (GIE) trapping [1,2]. 
In GIE trapping, single charged nano-objects are 
trapped by electrostatic repulsion from charged 
walls of fluidic channels with nanometer height (see 
3D schematic in Fig. 1) [1-3].  

 

Fig. 1 3D schematic and principle of the pneumatic 
nanofluidic trapping device. A) Design of the multilayer 
PDMS device with an integrated pneumatic system for 
manipulating the trapping performance of the underlying 
nanofluidic trapping channel. B) Trapping and 
manipulation principle: If no pressure is applied in the 
pneumatic air channel, the particles are weakly confined 
in the pockets. If the gauge pressure pg is increased, the 
nanofluidic channel height hc is decreased, leading to a 
stronger trapping of the particles. If a vacuum is applied 
in the pneumatic channel, the particles are fully released.  

However, the high-performance nanofabrication 
processes to produce the silicon and glass based GIE 
trapping devices makes the development and usage 
challenging, due to high costs and limited access to 

cleanroom facilities and nanofabrication tools. As 
reported in the SNI Annual Report 2016, GIE 
trapping devices made from replica molding of 
Polydimethylsiloxane (PDMS) simplifies fabrication 
and results in high-throughput and low-cost 
production [3]. Moreover, the ease of use and fast 
production makes them equally available for 
research and commercial applications.  

However, due to the absence of an external applied 
control, there is a lack of active manipulation of the 
trapped objects during the experiment, even for the 
PDMS-based GIE trapping devices. The technique is 
limited by the initial geometrical design parameters, 
especially the nanofluidic channel height hc. Here, 
we report on an integrated multilayer 3D pneumatic 
system that makes the PDMS-based GIE trapping 
devices capable of controlling the potential depth 
and trap stiffness by actively manipulating the 
nanofluidic channel height during the experiment. 

Fabrication of the multilayer 3D PDMS-based 
GIE-trapping devices 

The fabrication steps of the multilayer 3D PDMS-
based GIE trapping devices are sketched in figure 2. 
The devices were fabricated by a multi-step soft 
lithography process. Two separate designs were 
needed for each multilayer, the nanofluidic trapping 
layer and the pneumatic microfluidic layer. The 
PDMS nanofluidic trapping layer was spin-coated 
on an OrmoStamp master to obtain a thin PDMS 
membrane of about 70 µm. The pneumatic 
microfluidic layer was PDMS molded, cured and 
subsequently plasma-bonded on top of the thin 
PDMS membrane. Finally, the devices were peeled 
off from the OrmoStamp master and plasma-
bonded to a coverslip glass to seal the nanofluidic 
devices and provide optical access.  

Influence of pneumatic gauge pressure pg on the 
radial trapping stiffness kr 

The working principle of the device is sketched in 
figure 1B. If no pressure was applied in the upper 
pneumatic channel (pg = 0 mbar), the particles were 
weakly trapped in the nanometer-sized pockets of 
the underlying nanofluidic trapping channel. The 
particles could enter and release the trap if they had 
enough kinetic energy to overcome the potential 
depth of the trap. Reducing the pressure and 
applying a vacuum in the pneumatic microchannel, 
increased the height hc of the nanofluidic channel, 
which released all particles from the traps. 
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Fig. 2 Schematic of the fabrication steps of the PDMS 
multilayer GIE trapping device. First, two designs are 
fabricated individually: a nanofluidic trapping master 
and (A) and a pneumatic microfluidic master (B). The two 
separate PDMS layers are combined to a multilayer 
PDMS pneumatic GIE trapping device by covalently 
plasma binding (C).  

If a controllable pressure pg was applied in the 
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stepwise increase of pg up to 500 mbar is 
demonstrated. At a pressure pg of 100 mBar, the 
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stiffness of 0.9 fN/nm as seen in the broad radial 
displacement r of a 100 nm example particle. 
Increasing the pg lowers the nanofluidic channel 
height hc resulting in stronger confinement of the 
particle. At a pressure pg of 500 mbar, the particle is 
strongly trapped with a more than two orders of 
magnitude higher trap stiffness of 0.11 pN/nm as 
seen in the confined radial displacement of the 
particle. At this stage, the particles could be 
individually trapped for several weeks and longer.  

 

Fig. 3 Influence of the pressure change in the pneumatic 
microfluidic channel on the trapping strength of a 100 nm 
trapped AuNP in a wp = 500 nm nanotrap. If the pressure 
in the air microchannel is increased, the particle is 
stronger confined (decrease of radial displacement r) 
resulting in a stronger trap stiffness kr. 

In summary, we introduced the fabrication of 
multilayer 3D PDMS pneumatic devices for contact-
free electrostatic trapping and active manipulation 
of nano-objects in nanofluidic channels. The rapid 
and low-cost fabrication and simple usage of the 
devices open the door for individual nano-object 
analysis and experiments in aqueous environments 
for research and commercial applications equally. 
Furthermore, these features enable the possibility 
for fast analysis of multiple samples by releasing the 
trapped objects after measurements and flushing 
the nanofluidic channels with new sample solutions.  
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Final Report 

The 4-year project was designed to combine the 
synthetic design skills of our chemistry team with 
the expertise from the Nanolab group in a bottom-
up approach to surface-assemblies. The project 
focused on the use of 4'-functionalized 4,2':6',4''-
terpyridines 1–4 (Scheme 1) as V-shaped building 
blocks. In contrast to the chelating metal-binding 
mode of 2,2':6',2"- terpyridines, molecules 1–4 (and 
related compounds) bind metal ions/atoms only 
through the two outer N atoms shown in red in 
Scheme 1. 

  

Scheme 1 Imidazole 1 and pyrimidine-functionalized 
4,2':6',4''-terpyridines 2–4. Binding sites of the 4,2':6',4''-
tpy domains are shown in red. 

Ligand 1 on Au(111) and Cu(111) 

Initially, ligand 1 was deposited on Au(111) and 
high-resolution STM images (at 5 K) showed 
dimeric units as motifs within a hexagonal 
nanoporous hydrogen-bonded 2D-network (Fig. 1a). 
The addition of Cu-adatoms resulted in a 
transformation of the network into chains of linked 
metallomacrocycles, which generally follow the fcc 
domains of the Au(111)(22x√3) reconstruction. Both 
STM and X-ray photoelectron spectroscopy (XPS) 
data were used to visualize and understand these 
and later assemblies described in this report. The 
heterocyclic chains contain 4-, 5- and 6- membered 
rings (Fig. 1b) and proposed models of the 
metallomacrocycles are shown in figure 1c. Figure 1d 
shows the effects of changing the substrate from 
Au(111) to Cu(111). The dimeric units and hexagonal 
hydrogen-bonded 2D-network are still present, but 
the distance between the dimeric building blocks is 

larger on Cu(111) than on Au(111). Annealing of this 
network phase on Cu(111) produces Cu-adatoms by 
thermal release from kink and step-edge sites and a 
regular double row pattern with line defects is 
observed (Fig. 1e). The ladder-like arrays are 
modelled in figure 1f patterns formed by ligand 1 
after annealing on Au(111). 

Fig. 1 Comparison of the self-assemblies of 1 on Au(111) 
and Cu(111). (a) Extended hydrogen-bonded network with 
superimposed molecular scheme (10nm x 10nm). (b) The 
Cu-coordinated assembly of 1 on Au(111) consists of chains 
of metallomacrocycles following the fcc domains of the 
herringbone reconstruction (red lines) (40nm x 40nm). 
(c) Models of metallomacrocycles and their corresponding 
STM images. (d) Extended network of 1 on Cu(111) (10nm 
x 10nm). (e) Copper-coordinated 2D-assembly after 
annealing of d (40nm x 40nm). (f) Proposed models of the 
ladders in image e. 

Ligands 2–4 on Au(111) and Cu(111) 

Compounds 2, 3 and 4 contain the same 4,2':6',4''-
terpyridine unit as 1, but a pyrimidinyl-functionality 
rather than the imidazolyl featured in 1. Moreover, 
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the R group (Scheme 1) acts as an ‘imaging group’ in 
STM images. This is clearly seen in figure 2 where 
the ethyl group in 4 unambiguously defines the 
orientation of the otherwise triangular molecule on 
the Au(111) surface. Deposition of 1 and 2 on Au(111) 
produces extended close-packed phases; for R = H 
or Me, a high packing density is possible. Differently 
oriented domains are separated by two types of 
boundaries (Fig. 3, molecules 2 and 3). For 4 with R 
= Et (Fig. 2, right), a 2D-assembly with the omission 
of every second molecule is observed. 

 

Fig. 2 Structures and corresponding STM images (with 
overlaid equilateral triangle) of 2, 3 and 4 on a Au(111) 
substrate (at 5 K). 

 

Fig. 3 Molecules 2, 3 and 4 on Au(111) at 5 K. 2 and 3 
assemble into a close-packed layer, and 3 forms a regular 
porous vacancy pattern. Insets (5×5 nm) show the unit 
cell in green to emphasize the influence of the R group on 
the 2D-assembly. 

The addition of Cu adatoms (by thermal 
evaporation) leads to a striking change in the on-
surface assembly. For each of 2, 3 and 4, "ladders" 
are formed (Fig. 4). These are remarkably similar 
both on an Au(111) or Cu(111) substrate. In figure 4, 
the ladders are defined by parallel blue lines (width 
= 2.3 nm in all images), and for both 3 and 4, the R 
groups (imaged by STM, Fig. 4) lie on the outside of 
the ladders. The ladders are stable up to room 
temperature, but annealing on the Cu(111) substrate 
leads initially to the formation of [4+4] 
metallotetracycles and then to [6+6] metallo-
hexacycles. For 3, a quasi-hexagonal nanoporous 
network is observed. 

 
Fig. 4 Ladder arrays formed by 2, 3 and 4 on Au(111) 
after the addition of Cu adatoms (at 5 K). Analogous 
assemblies occur on a Cu(111) substrate. 

The final part of the project addresses a physical 
versus chemical conundrum. Because no formal 
oxidation states are assigned to Cu adatoms, and 
because the assemblies on Au(111) or Cu(111) with 

Cu adatoms are laid down in vacuo, the on-surface 
assemblies are devoid of the effects of counterions 
and solvents. This is not the case for metal-organic 
architectures assembled under conditions of single-
crystal growth. Here, there are no "platforms" to 
direct or restrict the dimensionality of the assembly. 
Chemical input to the project came with an 
investigation of the architectures that self-assemble 
with ligand 4 reacts with copper(I) or copper(II) 
salts. 

Combining 4 with copper(II) acetate or copper(I) 
triflate in MeOH solution resulted in single crystals, 
respectively, of [Cu2(OAc)4(4)]n or {[Cu(4)(OMe) 
(MeOH)][CF3SO3]MeOH}n. In the former, ‘paddle-
wheel’ {Cu2(µ-OAc)4} nodes direct the formation of 
1D-zigzag chains which pack into 2D sheets (Fig. 
5a). In the triflate salt, the MeOH solvent acts as a 
ligand and generates {Cu2(µ-OMe)2} units which 
function as planar 4-connecting nodes to generate a 
2D (4,4) net (Fig. 5b). 

 

Fig. 5 (a) Parts of two 1D-chains in [Cu2(OAc)4(4)]n; the 
chains are stacked through p-interactions. (b) Part of one 
2D (4,4) net in {[Cu(4)(OMe)(MeOH)][CF3SO3].MeOH}. A 
grid-is overlaid on the structure to define the (4,4) 
connectivity of the network. 

The metal-organic assembly in solution and the 
solvent-free coordination assembly in vacuum both 
feature 2D layers. On the one hand, the 'surface-
supported’ system is directed by the Au(111) or 
Cu(111) platform. On the other hand, the solution 
assembly follows the rules of coordination chemistry 
where the coordination requirements of the metal 
center and the donor properties or packaging effects 
of the solvent and anions are crucial. It is, therefore, 
remarkable that the general principles and 
algorithms determining the structures of solution 
grown crystalline material can be extended to 
surface assemblies. 
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herringbone reconstruction (red lines) (40nm x 40nm). 
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the R group (Scheme 1) acts as an ‘imaging group’ in 
STM images. This is clearly seen in figure 2 where 
the ethyl group in 4 unambiguously defines the 
orientation of the otherwise triangular molecule on 
the Au(111) surface. Deposition of 1 and 2 on Au(111) 
produces extended close-packed phases; for R = H 
or Me, a high packing density is possible. Differently 
oriented domains are separated by two types of 
boundaries (Fig. 3, molecules 2 and 3). For 4 with R 
= Et (Fig. 2, right), a 2D-assembly with the omission 
of every second molecule is observed. 

 

Fig. 2 Structures and corresponding STM images (with 
overlaid equilateral triangle) of 2, 3 and 4 on a Au(111) 
substrate (at 5 K). 

 

Fig. 3 Molecules 2, 3 and 4 on Au(111) at 5 K. 2 and 3 
assemble into a close-packed layer, and 3 forms a regular 
porous vacancy pattern. Insets (5×5 nm) show the unit 
cell in green to emphasize the influence of the R group on 
the 2D-assembly. 

The addition of Cu adatoms (by thermal 
evaporation) leads to a striking change in the on-
surface assembly. For each of 2, 3 and 4, "ladders" 
are formed (Fig. 4). These are remarkably similar 
both on an Au(111) or Cu(111) substrate. In figure 4, 
the ladders are defined by parallel blue lines (width 
= 2.3 nm in all images), and for both 3 and 4, the R 
groups (imaged by STM, Fig. 4) lie on the outside of 
the ladders. The ladders are stable up to room 
temperature, but annealing on the Cu(111) substrate 
leads initially to the formation of [4+4] 
metallotetracycles and then to [6+6] metallo-
hexacycles. For 3, a quasi-hexagonal nanoporous 
network is observed. 

 
Fig. 4 Ladder arrays formed by 2, 3 and 4 on Au(111) 
after the addition of Cu adatoms (at 5 K). Analogous 
assemblies occur on a Cu(111) substrate. 

The final part of the project addresses a physical 
versus chemical conundrum. Because no formal 
oxidation states are assigned to Cu adatoms, and 
because the assemblies on Au(111) or Cu(111) with 

Cu adatoms are laid down in vacuo, the on-surface 
assemblies are devoid of the effects of counterions 
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architectures assembled under conditions of single-
crystal growth. Here, there are no "platforms" to 
direct or restrict the dimensionality of the assembly. 
Chemical input to the project came with an 
investigation of the architectures that self-assemble 
with ligand 4 reacts with copper(I) or copper(II) 
salts. 

Combining 4 with copper(II) acetate or copper(I) 
triflate in MeOH solution resulted in single crystals, 
respectively, of [Cu2(OAc)4(4)]n or {[Cu(4)(OMe) 
(MeOH)][CF3SO3]MeOH}n. In the former, ‘paddle-
wheel’ {Cu2(µ-OAc)4} nodes direct the formation of 
1D-zigzag chains which pack into 2D sheets (Fig. 
5a). In the triflate salt, the MeOH solvent acts as a 
ligand and generates {Cu2(µ-OMe)2} units which 
function as planar 4-connecting nodes to generate a 
2D (4,4) net (Fig. 5b). 

 

Fig. 5 (a) Parts of two 1D-chains in [Cu2(OAc)4(4)]n; the 
chains are stacked through p-interactions. (b) Part of one 
2D (4,4) net in {[Cu(4)(OMe)(MeOH)][CF3SO3].MeOH}. A 
grid-is overlaid on the structure to define the (4,4) 
connectivity of the network. 

The metal-organic assembly in solution and the 
solvent-free coordination assembly in vacuum both 
feature 2D layers. On the one hand, the 'surface-
supported’ system is directed by the Au(111) or 
Cu(111) platform. On the other hand, the solution 
assembly follows the rules of coordination chemistry 
where the coordination requirements of the metal 
center and the donor properties or packaging effects 
of the solvent and anions are crucial. It is, therefore, 
remarkable that the general principles and 
algorithms determining the structures of solution 
grown crystalline material can be extended to 
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Introduction  

Nuclear pore complexes (NPCs) are 50 nm-diameter 
channels that form the sole transport gateways 
between the nucleus and cytoplasm in eukaryotic 
cells. Despite being the largest pores in the cell, it 
remains challenging to resolve NPC structure and 
function because of its complicated molecular 
makeup. This consists of 30 types of proteins called 
nucleoporins (Nups) arranged in an octagonal 
geometry [1]. Previously, we used high-speed atomic 
force microscopy to resolve (i) highly dynamic 
intrinsically disordered proteins known as Phe-Gly 
nucleoporins (FG Nups) inside the NPC channel [2], 
and (ii) the overall structural dynamics of the NPC 
itself [3].  

However, because it is not possible to discriminate 
between different proteins using HS-AFM, most 
recently we have started to analyze the biophysical 
behavior of FG Nup layers so as to understand how 
they facilitate the selective transport of soluble 
nuclear transport receptors such as importinb 
(Impb). Moreover, we have initiated collaborations 
with structural biologists (Prof. Ed Hurt, Uni. 
Heidelberg) to resolve the dynamics of Mlp1 
(myosin-like protein) a key component of the nuclear 
basket.  

Lipid-tethered FG Nups  

To engineer surface tethered-FG Nups, we first 
prepared supported lipid bilayers with varying 
fractions of metal ion chelator (Ni-NTA) containing 
lipids (DGS) on mica formed via spontaneous 
liposome spreading. Histidine (His6)-tagged FG 
Nups then bind the Ni-NTA forming either individual 
“mushrooms” or extended protein brushes at low and 
high surface densities, respectively (Fig. 1).  

 

Fig. 1 His-tagged FG Nups are tethered onto a lipid bilayer 
exposing Ni-NTA binding sites. HS-AFM is able to capture 
the interactions between soluble Impb and the FG Nups.  

 

 

Using a syringe pump-injection system, we have the 
ability to exchange buffers during HS-AFM scanning. 
This provides the means to monitor molecular 
diffusion under exact concentrations of Impb. Here, 
we find that Impb mobility is slowest at low 
nanomolar concentrations (Fig. 2) being consistent 
with previous findings showing that Impb-FG Nup 
binding avidity depends on Impb concentration [4].  

 
Fig. 2 HS-AFM reveals the movement of Impb along a FG 
Nup surface layer. Obvious mobile features are encircled. 
The elapsed time between each frame is 150 ms. Scale bar 
= 30 nm.  

Structural dynamics of Mlp1  

Mlp1 is a structural component of the nuclear basket 
and plays a key role in mRNA export [5]. When 
investigating Mlp1 dynamics in vitro, Mlp1 exhibits a 
highly flexible domain whereas the remaining coiled 
coil structure is rigid. 

To further analyse its length, we developed an 
automated protocol that analyses thousands of HS-
AFM frames. Specifically, original HS-AFM data is 
converted to binary and skeletonized following noise 
reduction, tilt compensation, and thresholding. This 
is shown in figure 3. 
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Fig. 3 Top: Sequential HS-AFM images of Mlp1 obtained at 
150 ms/frame. The flexible domain is encircled. Scale: 50 
nm. Middle: Corresponding images after skeletonization. 
Bottom: Mlp1 length measurements for 7 molecules 
collected over 2000 frames. 

Large area imaging by HS-AFM 

Our next goal is to capture NPCs at work in intact 
nuclei. This is challenging for two reasons. First, the 
HS-AFM scan area has to be placed precisely at a 
tangent over the top of the nucleus. Second, it is 
necessary to conduct large area scans (> 1 µm2) with 
minimal disturbance to the nuclear surface. For this, 
we are implementing two technical improvements for 
the HS-AFM system: (i) Fluorescence detection (Fig. 
4), and (ii) an ultra-large area scanner [6].  

	
Fig. 4 A fluorescent protein-transfected MDCK cell is 
clearly visible next to a HS-AFM cantilever that is 
encircled.  

Summary 

Although we have resolved dynamic FG Nup 
behavior directly inside native NPCs at transport-
relevant timescales, several questions remain as to 
how the FG Nups facilitate the speed and selectivity 
of transport receptors. Our current work captures FG 
Nup dynamics during the transport of individual 
transport receptors at ~100 ms time resolution 
substantiated with quantitative analysis. In the 
meantime, we have established successful 
collaborations to study other biological 
nanomachines by HS-AFM (e.g., fatty acid synthase 
with Prof. Timm Maier, Biozentrum, Uni. Basel) [7]. 
Needless to say, we recognize the importance of 
building a community of HS-AFM researchers in 
Basel, for which we are grateful to the SNI for its 
support.  
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Introduction  

Nuclear pore complexes (NPCs) are 50 nm-diameter 
channels that form the sole transport gateways 
between the nucleus and cytoplasm in eukaryotic 
cells. Despite being the largest pores in the cell, it 
remains challenging to resolve NPC structure and 
function because of its complicated molecular 
makeup. This consists of 30 types of proteins called 
nucleoporins (Nups) arranged in an octagonal 
geometry [1]. Previously, we used high-speed atomic 
force microscopy to resolve (i) highly dynamic 
intrinsically disordered proteins known as Phe-Gly 
nucleoporins (FG Nups) inside the NPC channel [2], 
and (ii) the overall structural dynamics of the NPC 
itself [3].  

However, because it is not possible to discriminate 
between different proteins using HS-AFM, most 
recently we have started to analyze the biophysical 
behavior of FG Nup layers so as to understand how 
they facilitate the selective transport of soluble 
nuclear transport receptors such as importinb 
(Impb). Moreover, we have initiated collaborations 
with structural biologists (Prof. Ed Hurt, Uni. 
Heidelberg) to resolve the dynamics of Mlp1 
(myosin-like protein) a key component of the nuclear 
basket.  

Lipid-tethered FG Nups  

To engineer surface tethered-FG Nups, we first 
prepared supported lipid bilayers with varying 
fractions of metal ion chelator (Ni-NTA) containing 
lipids (DGS) on mica formed via spontaneous 
liposome spreading. Histidine (His6)-tagged FG 
Nups then bind the Ni-NTA forming either individual 
“mushrooms” or extended protein brushes at low and 
high surface densities, respectively (Fig. 1).  

 

Fig. 1 His-tagged FG Nups are tethered onto a lipid bilayer 
exposing Ni-NTA binding sites. HS-AFM is able to capture 
the interactions between soluble Impb and the FG Nups.  

 

 

Using a syringe pump-injection system, we have the 
ability to exchange buffers during HS-AFM scanning. 
This provides the means to monitor molecular 
diffusion under exact concentrations of Impb. Here, 
we find that Impb mobility is slowest at low 
nanomolar concentrations (Fig. 2) being consistent 
with previous findings showing that Impb-FG Nup 
binding avidity depends on Impb concentration [4].  

 
Fig. 2 HS-AFM reveals the movement of Impb along a FG 
Nup surface layer. Obvious mobile features are encircled. 
The elapsed time between each frame is 150 ms. Scale bar 
= 30 nm.  

Structural dynamics of Mlp1  

Mlp1 is a structural component of the nuclear basket 
and plays a key role in mRNA export [5]. When 
investigating Mlp1 dynamics in vitro, Mlp1 exhibits a 
highly flexible domain whereas the remaining coiled 
coil structure is rigid. 

To further analyse its length, we developed an 
automated protocol that analyses thousands of HS-
AFM frames. Specifically, original HS-AFM data is 
converted to binary and skeletonized following noise 
reduction, tilt compensation, and thresholding. This 
is shown in figure 3. 
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Fig. 3 Top: Sequential HS-AFM images of Mlp1 obtained at 
150 ms/frame. The flexible domain is encircled. Scale: 50 
nm. Middle: Corresponding images after skeletonization. 
Bottom: Mlp1 length measurements for 7 molecules 
collected over 2000 frames. 

Large area imaging by HS-AFM 

Our next goal is to capture NPCs at work in intact 
nuclei. This is challenging for two reasons. First, the 
HS-AFM scan area has to be placed precisely at a 
tangent over the top of the nucleus. Second, it is 
necessary to conduct large area scans (> 1 µm2) with 
minimal disturbance to the nuclear surface. For this, 
we are implementing two technical improvements for 
the HS-AFM system: (i) Fluorescence detection (Fig. 
4), and (ii) an ultra-large area scanner [6].  

	
Fig. 4 A fluorescent protein-transfected MDCK cell is 
clearly visible next to a HS-AFM cantilever that is 
encircled.  

Summary 

Although we have resolved dynamic FG Nup 
behavior directly inside native NPCs at transport-
relevant timescales, several questions remain as to 
how the FG Nups facilitate the speed and selectivity 
of transport receptors. Our current work captures FG 
Nup dynamics during the transport of individual 
transport receptors at ~100 ms time resolution 
substantiated with quantitative analysis. In the 
meantime, we have established successful 
collaborations to study other biological 
nanomachines by HS-AFM (e.g., fatty acid synthase 
with Prof. Timm Maier, Biozentrum, Uni. Basel) [7]. 
Needless to say, we recognize the importance of 
building a community of HS-AFM researchers in 
Basel, for which we are grateful to the SNI for its 
support.  
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Introduction and motivation 

An individual electronic spin coupled to a 
nanomechanical oscillator constitutes a prototypical 
‘hybrid quantum system’. Such systems form highly 
valuable quantum resources for fundamental 
investigations of quantum mechanics and for 
potential high-performance nanoscale sensors [1]. 
Specifically, these systems are highly attractive 
candidates for studying the crossover from quantum 
to classical physics and they have the potential to 
yield novel types of high-performance sensing 
devices for diverse quantities such as mass, 
acceleration or pressure. Furthermore, such hybrid 
systems can be exploited for efficient, coherent 
manipulation of a quantum system by purely 
mechanical means [2] – an approach which could be 
highly advantageous over established methods due 
to its compactness and efficiency. 

In this project, we exploit a particular, novel hybrid 
spin-mechanical system consisting of a single, 
electronic ‘Nitrogen-Vacancy’ (NV) spin, embedded 
in a diamond mechanical oscillator. The individual 
sub-systems in our devices – the spin and the 
oscillator – are highly attractive for the experiments 
we envisage: Diamond nanomechanical resonators 
have been shown to exhibit very high quality-factors 
up to Q~106[3], and therefore form a well-isolated, 
high-quality nanomechanical system. NV center 
electronic spins are advantageous in this context for 
multiple reasons. They form a spin-1, three level 
system, which is highly quantum coherent, even at 
room temperature, with quantum coherence times 
approaching one second. The NV spin can be 
conveniently read out and initialized using optical 
means and coherently manipulated using 
microwave magnetic fields. Our NV-based hybrid 
spin-mechanical system is therefore ideally suited to 
study the subtle effects a single spin could have on 
the mechanical oscillator and vice versa. 

Key experimental results 

Our work in the past year focused on realizing a 
closed-contour interaction (CCI) scheme in the spin-
1 ground state of the NV center and subsequently 
studying the occurring coherent spin dynamics. In 
the context of a three-level system, the term “closed 
contour interaction” refers to a scenario in which all 
three transitions are coherently driven by individual 
driving fields (see Fig. 1a). If these three fields fulfill 
the three-photon condition w1+w3=w2, the system’s 
coherent dynamics are expected to strongly depend 
on the global phase F = f1+f3-f2 [4]. Despite its 
attractive prospects, such as one-atom 
interferometry [4] or phase-dependent absorption 
[5], coherent CCI dynamics have not been observed 

yet due to fundamental limitations by selection rules 
of the involved transitions.  

In our approach, we overcome these limitations by 
exploiting the unique properties of our hybrid-spin 
oscillator system. In particular, we combine spin 
manipulation through time-varying (AC) magnetic 
field (MW fields) to drive the |0ñ « |±1ñ transitions, 
with recently established AC strain manipulation of 
the magnetic-dipole forbidden spin transition 
|-1ñ « |+1ñ (see Fig. 1a) [2]. Phase-locking of the 
three driving fields then allows studying the phase-
dependence of CCI dynamics in a single NV spin 
through optical readout of the spin population in 
|0ñ (Fig 1b). 

	

Fig. 1 CCI driving of the spin-1 NV ground state. a+b) 
Schematic representation and experimental setup of the 
three-level system, driven by two MW fields (purple 
arrows) and an AC strain field (red). c) Time evolution of 
|0ñ population, P|0ñ(t) , as a function of global phase F. 
P|0ñ(t)  oscillates at three frequencies D+1,-1, D+1,0 and D-1,0 

and the overall interference pattern exhibits a strong 
dependence on the global phase.  

To investigate occurring CCI spin dynamics, we 
performed Rabi oscillation measurements to 
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monitor the time evolution of |0ñ population vs. 
time, P|0ñ(t). Varying the global phase yields the 
interference pattern shown in figure 1c, which 
exhibits strongly pronounced phase dependent spin-
oscillations, indicating that the occurring spin 
dynamics are closely linked to the applied driving 
field phase.  

Unexpectedly, our careful studies further revealed 
that the global phase F not only controls CCI spin 
dynamics. It also serves as a handle to effectively 
shield the NV spin from environmental noise, which 
results in long-living Rabi oscillation fringes (see 
Fig. 2). Notably, we were able to demonstrate a 62-
fold enhancement of NV spin coherence compared 
to the un-driven NV center without applying 
complicated decoupling sequences. As we can tune 
the degree of protection of our system, our results 
promise to unveil a host of applications, from 
quantum state preparation and storage, to noise 
sensing and relaxometry using single spins on the 
nanoscale. 

In addition to these room temperature studies of 
CCI spin dynamics, we continued investigating our 
hybrid spin-mechanical systems under cryogenic 
conditions. Based on theory, we there expected a 
five order of magnitude enhancement of strain 
coupling strengths compared to our current 
experiment. Indeed, first experiments which we 
conducted this year confirm this enhanced coupling 
and for example allowed us to observe strain-tuning 
of the NV zero-phonon emission line by tens of 
nanometers. This offers interesting perspectives for 
tuning NV emission in resonance with other 
quantum emitters or optical cavities. 

Outlook 

This report concludes the activities pursued within 
the SNI project “Hybrid spin-nanomechanics with 
diamond cantilevers”, with which Arne Barfuss very 
successfully defended his PhD recently. Still, the 
project will be carried on, as several aspects of our 
hybrid spin-mechanical devices warrant further 
investigation. In the next year, we will further 
pursue the two lines of research highlighted in this 
report. We will on one hand continue investigations 
of room temperature coherent dynamics of the NV 
spin coupled to our nanomechanical oscillators, with 
a particular focus on adiabatic state preparation and 
detailed investigation of driven coherences. 
Furthermore, and supported by a new SNI project 
starting in 2018, we will explore novel aspects of 
coherent three-level dynamics, such as phase 
controlled Fano-resonances expected in the system. 
Additionally, we will further explore low-
temperature dynamics of our system. The central 
goal there is to further increase the system’s 
cooperativity; a key figure of merit in hybrid 
quantum system, which at sufficiently high values 
allows e.g. remote spin-spin entanglement to be 
mediated by the mechanical oscillator. 

 
Fig. 2 Influence of Rabi decay time Tdec on global phase F. 
a) Changing the global phase allows tuning Rabi decay 
times between 8.5 µs (at F=0) and 124.8 µs (at F/p=1/4).b) 
The three frequency components exhibit maximized 
(minimized) decay times at F/p= ±1/4 and ±3/4(F/p= ±1,0). 
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Introduction and motivation 

An individual electronic spin coupled to a 
nanomechanical oscillator constitutes a prototypical 
‘hybrid quantum system’. Such systems form highly 
valuable quantum resources for fundamental 
investigations of quantum mechanics and for 
potential high-performance nanoscale sensors [1]. 
Specifically, these systems are highly attractive 
candidates for studying the crossover from quantum 
to classical physics and they have the potential to 
yield novel types of high-performance sensing 
devices for diverse quantities such as mass, 
acceleration or pressure. Furthermore, such hybrid 
systems can be exploited for efficient, coherent 
manipulation of a quantum system by purely 
mechanical means [2] – an approach which could be 
highly advantageous over established methods due 
to its compactness and efficiency. 

In this project, we exploit a particular, novel hybrid 
spin-mechanical system consisting of a single, 
electronic ‘Nitrogen-Vacancy’ (NV) spin, embedded 
in a diamond mechanical oscillator. The individual 
sub-systems in our devices – the spin and the 
oscillator – are highly attractive for the experiments 
we envisage: Diamond nanomechanical resonators 
have been shown to exhibit very high quality-factors 
up to Q~106[3], and therefore form a well-isolated, 
high-quality nanomechanical system. NV center 
electronic spins are advantageous in this context for 
multiple reasons. They form a spin-1, three level 
system, which is highly quantum coherent, even at 
room temperature, with quantum coherence times 
approaching one second. The NV spin can be 
conveniently read out and initialized using optical 
means and coherently manipulated using 
microwave magnetic fields. Our NV-based hybrid 
spin-mechanical system is therefore ideally suited to 
study the subtle effects a single spin could have on 
the mechanical oscillator and vice versa. 

Key experimental results 

Our work in the past year focused on realizing a 
closed-contour interaction (CCI) scheme in the spin-
1 ground state of the NV center and subsequently 
studying the occurring coherent spin dynamics. In 
the context of a three-level system, the term “closed 
contour interaction” refers to a scenario in which all 
three transitions are coherently driven by individual 
driving fields (see Fig. 1a). If these three fields fulfill 
the three-photon condition w1+w3=w2, the system’s 
coherent dynamics are expected to strongly depend 
on the global phase F = f1+f3-f2 [4]. Despite its 
attractive prospects, such as one-atom 
interferometry [4] or phase-dependent absorption 
[5], coherent CCI dynamics have not been observed 

yet due to fundamental limitations by selection rules 
of the involved transitions.  

In our approach, we overcome these limitations by 
exploiting the unique properties of our hybrid-spin 
oscillator system. In particular, we combine spin 
manipulation through time-varying (AC) magnetic 
field (MW fields) to drive the |0ñ « |±1ñ transitions, 
with recently established AC strain manipulation of 
the magnetic-dipole forbidden spin transition 
|-1ñ « |+1ñ (see Fig. 1a) [2]. Phase-locking of the 
three driving fields then allows studying the phase-
dependence of CCI dynamics in a single NV spin 
through optical readout of the spin population in 
|0ñ (Fig 1b). 

	

Fig. 1 CCI driving of the spin-1 NV ground state. a+b) 
Schematic representation and experimental setup of the 
three-level system, driven by two MW fields (purple 
arrows) and an AC strain field (red). c) Time evolution of 
|0ñ population, P|0ñ(t) , as a function of global phase F. 
P|0ñ(t)  oscillates at three frequencies D+1,-1, D+1,0 and D-1,0 

and the overall interference pattern exhibits a strong 
dependence on the global phase.  

To investigate occurring CCI spin dynamics, we 
performed Rabi oscillation measurements to 
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monitor the time evolution of |0ñ population vs. 
time, P|0ñ(t). Varying the global phase yields the 
interference pattern shown in figure 1c, which 
exhibits strongly pronounced phase dependent spin-
oscillations, indicating that the occurring spin 
dynamics are closely linked to the applied driving 
field phase.  

Unexpectedly, our careful studies further revealed 
that the global phase F not only controls CCI spin 
dynamics. It also serves as a handle to effectively 
shield the NV spin from environmental noise, which 
results in long-living Rabi oscillation fringes (see 
Fig. 2). Notably, we were able to demonstrate a 62-
fold enhancement of NV spin coherence compared 
to the un-driven NV center without applying 
complicated decoupling sequences. As we can tune 
the degree of protection of our system, our results 
promise to unveil a host of applications, from 
quantum state preparation and storage, to noise 
sensing and relaxometry using single spins on the 
nanoscale. 

In addition to these room temperature studies of 
CCI spin dynamics, we continued investigating our 
hybrid spin-mechanical systems under cryogenic 
conditions. Based on theory, we there expected a 
five order of magnitude enhancement of strain 
coupling strengths compared to our current 
experiment. Indeed, first experiments which we 
conducted this year confirm this enhanced coupling 
and for example allowed us to observe strain-tuning 
of the NV zero-phonon emission line by tens of 
nanometers. This offers interesting perspectives for 
tuning NV emission in resonance with other 
quantum emitters or optical cavities. 

Outlook 

This report concludes the activities pursued within 
the SNI project “Hybrid spin-nanomechanics with 
diamond cantilevers”, with which Arne Barfuss very 
successfully defended his PhD recently. Still, the 
project will be carried on, as several aspects of our 
hybrid spin-mechanical devices warrant further 
investigation. In the next year, we will further 
pursue the two lines of research highlighted in this 
report. We will on one hand continue investigations 
of room temperature coherent dynamics of the NV 
spin coupled to our nanomechanical oscillators, with 
a particular focus on adiabatic state preparation and 
detailed investigation of driven coherences. 
Furthermore, and supported by a new SNI project 
starting in 2018, we will explore novel aspects of 
coherent three-level dynamics, such as phase 
controlled Fano-resonances expected in the system. 
Additionally, we will further explore low-
temperature dynamics of our system. The central 
goal there is to further increase the system’s 
cooperativity; a key figure of merit in hybrid 
quantum system, which at sufficiently high values 
allows e.g. remote spin-spin entanglement to be 
mediated by the mechanical oscillator. 

 
Fig. 2 Influence of Rabi decay time Tdec on global phase F. 
a) Changing the global phase allows tuning Rabi decay 
times between 8.5 µs (at F=0) and 124.8 µs (at F/p=1/4).b) 
The three frequency components exhibit maximized 
(minimized) decay times at F/p= ±1/4 and ±3/4(F/p= ±1,0). 
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Introduction  

The process of membrane protein reconstitutions is 
not only used in structural biology but also within the 
field of synthetic biology. The creation of nanocells 
that resemble a light-driven molecular hoover 
requires the functional assembly of synthetic 
membranes and certain membrane proteins, which 
provide the functionality. Commonly employed 
detergent-mediated processes depend on the starting 
conditions and the outcome of the self-assembly is 
hard to predict a priori. Methods from statistical 
modeling like design of experiments (DoE) allow 
researchers to analyze and optimize a given system in 
great detail (Fig. 1)[1].  

Reconstitution of proteorhodopsin into lipid and 
polymer membranes 

Proteorhodopsin (PR) was chosen as an energy 
generating module for the nanocell by generating a 
proton gradient upon illumination. In order to 
bypass the need for additional labeling and to 
influence the orientation after reconstitution, a 
fusion proteins (PR-GFP) of PR and the water soluble 
green fluorescent protein (GFP) was created [2]. The 
hydrophilic nature of GFP should influence the 
orientation of PR during reconstitution. The inner 
hydrophobic domain of the membrane should 
prevent GFP from passing through and thus, PR’s 
corresponding terminus should always be facing 
outwards of the vesicle. This should lead to proton 
transport into or out of the interior of the vesicle. 
Another challenge is that procedures used to 
reconstitute membrane proteins into lipid 
membranes are not easily applicable to polymer 
membranes. Comprehensive guidelines of necessary 
adaptions and key differences do not exist yet. Using 
DoE allowed us to study both membrane systems and 
identify their differences for membrane protein 
reconstitution. A definitive screening design was 
employed to analyze the influence of the detergent n-
octyl-β-D-glucoside (OG), the pH value and to find 
proper ratios of PR to the lipid 1,2-Dioleoyl-sn-
glycero-3-phosphocholine (DOPC) or to the 
PMOXA17-PDMS65-PMOXA17 (ABA) block 
copolymer, which were also used as parameters. The 
resulting structures were characterized via dynamic 
light scattering (DLS), transmission electron 
microscopy (TEM) and fluorescence correlation 
spectroscopy (FCS). In addition, we further 
characterized the proton pumping activity by 
encapsulating the pH sensitive fluorescent dye 
pyranine and recording its fluorescence intensity 
over time during illumination at 525 nm. The PdI, the 
size determined by FCS and DLS were defined as 
responses, as well as the relative change of pyranine’s 
fluorescence intensity. The results were used to 

construct a response surface (RS) which was then 
used to analyze the influence of these parameters and 
predict possible optimal conditions. The analysis of 
the experimental results was grouped in two steps: i) 
find conditions which yield proper vesicular 
structures (e.g. size >100 nm, PdI < 0.15) and ii) 
investigate the activity of these vesicles and maximize 
their proton pumping activity. Formation of 
proteoliposomes worked best within a broad range of 
detergent and high amounts of protein, whereas 
proteopolymersomes required low amounts of 
protein and detergent, as well as a slightly basic 

Fig. 1 Schematic visualization of the approach taken in this 
work. The assembly of either phospholipids or triblock 
copolymers together with membrane proteins is usually an 
induced self-assembly process whose resulting structure 
depends on the starting conditions. A priori knowledge 
about the factors’ (e.g. buffer conditions, protein 
concentration, membrane concentration) is usually 
lacking and optimal results not achievable. Having two 
different membrane building blocks further increases 
complexity. I. By using DoE and defining influential 
factors along with characteristic responses one can devise 
an experimental plan to investigate the system’s behavior 
in resource-efficient way. II. Important characteristics 
can be the size, homogeneity and functionality. III. The 
results were used to fit a model for detailed analysis of the 
process and subsequent optimization which allowed to find 
optimal assembly conditions. 
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environment. In general, the formed polymer vesicles 
exhibited a smaller diameter (around 60 nm 
compared to 110 nm) and a higher PdI (around 0.2 
compared to 0.1), which is in agreement to results 
from literature. Subsequent activity screening within 
this parameter space provided the necessary data to 
optimize the response surface. Highest activity for 
the proteoliposomes was found when the 
reconstitution was carried out. Measuring the proton 
pumping activity of vesicles formed with the optimal 
conditions showed that a gradient was formed in both 
cases and that the amplitude was in agreement with 
the predictions made by the derived model. We 
identified two separate factor combinations for both 
proteoliposomes (pH 6, 0.5 % OG and a LPR of 25) 
and proteopolymersomes (pH 7.8, 0.5 % OG and a 
PPR of 125) which yielded the desired functionality 
and structural characteristics (Fig. 2 A).  

Two possible reconstitution pathways 

In a second study, we analyzed the insertion of wild 
type PR into liposomes. At slightly acidic pH values 
(around 6.2), the extra-membrane domains of PR are 
oppositely charged. This can be exploited by using 
charged phospholipids in a mixture with neutral ones 
to polarize the liposome membrane. During the 
insertion, PR orients itself according to the applied 
charge. From earlier studies, it is known that the 
detergent OG has an influence on the final 
orientation of the membrane protein, even though it 
does not have any structural features (e.g. 
hydrophilic domain) which can serve as a guide [3]. 
We used DoE to investigate the effect of multiple 
factors (OG, KCl concentration, pH value, membrane 
composition) onto the insertion of PR. The vesicle 
membrane was composed of a mixture of DOPC and 
1,2-dioleoyl-3-trimethylammonium-propane 
(DOTAP), which is positively charged. One crucial 
factor we identified was the concentration of KCl, 
which was tested in the range of 0 – 300 mM. Only 
the middle value of 150 mM resulted in successful 

insertions, values to close to 0 mM or 300 mM lead 
to rapid agglomeration of the protein. In terms of the 
reconstitution pathway we could determine that the 
charge mediated and detergent mediated one are not 
mutually exclusive but depend on the environmental 
conditions used during the reconstitution (Fig. 2 B). 
The detergent OG is the main mediator if used in 
lower amounts (0.5 – 0.8 %) and directs the protein 
in a preferential orientation. If charges are present on 
the membrane in higher abundance (>40 %), the 
protein’s charged domains can interact with the 
vesicle surface and induce the preferred orientation. 

Conclusion 

In summary, the two projects demonstrate the 
usefulness of DoE in for membrane protein 
reconstitution. i. We derived a framework which 
allowed us to find optimal conditions for the 
reconstitution of PR-GFP into DOPC lipid and ABA 
triblock copolymer membranes. The model proved to 
be robust and reliable in its predictions. ii. A similar 
approach was used to study the insertion process 
itself under various conditions. We identified two 
possible reconstitution pathways and the conditions 
which direct the process towards one or the other.  
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Fig. 2 A) Comparison of the measurements, their controls and predictions for all four responses. The predictions and 
measurements are in good agreement. B) 3D contour plot of the formed pH gradient depending on the OG concentration 
and the membrane composition. The membrane is composed of DOPC and DOTAP (+) and a value of 0 equals only DOPC 
and 1 only DOTAP. PR can take two different pathways during insertion into liposomes. One relies on the presence of low 
amounts of OG which is the main mediator here. The other requires the presence of charges on the membrane, which 
guide the protein during the insertion process. 
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Introduction  

The process of membrane protein reconstitutions is 
not only used in structural biology but also within the 
field of synthetic biology. The creation of nanocells 
that resemble a light-driven molecular hoover 
requires the functional assembly of synthetic 
membranes and certain membrane proteins, which 
provide the functionality. Commonly employed 
detergent-mediated processes depend on the starting 
conditions and the outcome of the self-assembly is 
hard to predict a priori. Methods from statistical 
modeling like design of experiments (DoE) allow 
researchers to analyze and optimize a given system in 
great detail (Fig. 1)[1].  

Reconstitution of proteorhodopsin into lipid and 
polymer membranes 

Proteorhodopsin (PR) was chosen as an energy 
generating module for the nanocell by generating a 
proton gradient upon illumination. In order to 
bypass the need for additional labeling and to 
influence the orientation after reconstitution, a 
fusion proteins (PR-GFP) of PR and the water soluble 
green fluorescent protein (GFP) was created [2]. The 
hydrophilic nature of GFP should influence the 
orientation of PR during reconstitution. The inner 
hydrophobic domain of the membrane should 
prevent GFP from passing through and thus, PR’s 
corresponding terminus should always be facing 
outwards of the vesicle. This should lead to proton 
transport into or out of the interior of the vesicle. 
Another challenge is that procedures used to 
reconstitute membrane proteins into lipid 
membranes are not easily applicable to polymer 
membranes. Comprehensive guidelines of necessary 
adaptions and key differences do not exist yet. Using 
DoE allowed us to study both membrane systems and 
identify their differences for membrane protein 
reconstitution. A definitive screening design was 
employed to analyze the influence of the detergent n-
octyl-β-D-glucoside (OG), the pH value and to find 
proper ratios of PR to the lipid 1,2-Dioleoyl-sn-
glycero-3-phosphocholine (DOPC) or to the 
PMOXA17-PDMS65-PMOXA17 (ABA) block 
copolymer, which were also used as parameters. The 
resulting structures were characterized via dynamic 
light scattering (DLS), transmission electron 
microscopy (TEM) and fluorescence correlation 
spectroscopy (FCS). In addition, we further 
characterized the proton pumping activity by 
encapsulating the pH sensitive fluorescent dye 
pyranine and recording its fluorescence intensity 
over time during illumination at 525 nm. The PdI, the 
size determined by FCS and DLS were defined as 
responses, as well as the relative change of pyranine’s 
fluorescence intensity. The results were used to 

construct a response surface (RS) which was then 
used to analyze the influence of these parameters and 
predict possible optimal conditions. The analysis of 
the experimental results was grouped in two steps: i) 
find conditions which yield proper vesicular 
structures (e.g. size >100 nm, PdI < 0.15) and ii) 
investigate the activity of these vesicles and maximize 
their proton pumping activity. Formation of 
proteoliposomes worked best within a broad range of 
detergent and high amounts of protein, whereas 
proteopolymersomes required low amounts of 
protein and detergent, as well as a slightly basic 

Fig. 1 Schematic visualization of the approach taken in this 
work. The assembly of either phospholipids or triblock 
copolymers together with membrane proteins is usually an 
induced self-assembly process whose resulting structure 
depends on the starting conditions. A priori knowledge 
about the factors’ (e.g. buffer conditions, protein 
concentration, membrane concentration) is usually 
lacking and optimal results not achievable. Having two 
different membrane building blocks further increases 
complexity. I. By using DoE and defining influential 
factors along with characteristic responses one can devise 
an experimental plan to investigate the system’s behavior 
in resource-efficient way. II. Important characteristics 
can be the size, homogeneity and functionality. III. The 
results were used to fit a model for detailed analysis of the 
process and subsequent optimization which allowed to find 
optimal assembly conditions. 
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environment. In general, the formed polymer vesicles 
exhibited a smaller diameter (around 60 nm 
compared to 110 nm) and a higher PdI (around 0.2 
compared to 0.1), which is in agreement to results 
from literature. Subsequent activity screening within 
this parameter space provided the necessary data to 
optimize the response surface. Highest activity for 
the proteoliposomes was found when the 
reconstitution was carried out. Measuring the proton 
pumping activity of vesicles formed with the optimal 
conditions showed that a gradient was formed in both 
cases and that the amplitude was in agreement with 
the predictions made by the derived model. We 
identified two separate factor combinations for both 
proteoliposomes (pH 6, 0.5 % OG and a LPR of 25) 
and proteopolymersomes (pH 7.8, 0.5 % OG and a 
PPR of 125) which yielded the desired functionality 
and structural characteristics (Fig. 2 A).  

Two possible reconstitution pathways 

In a second study, we analyzed the insertion of wild 
type PR into liposomes. At slightly acidic pH values 
(around 6.2), the extra-membrane domains of PR are 
oppositely charged. This can be exploited by using 
charged phospholipids in a mixture with neutral ones 
to polarize the liposome membrane. During the 
insertion, PR orients itself according to the applied 
charge. From earlier studies, it is known that the 
detergent OG has an influence on the final 
orientation of the membrane protein, even though it 
does not have any structural features (e.g. 
hydrophilic domain) which can serve as a guide [3]. 
We used DoE to investigate the effect of multiple 
factors (OG, KCl concentration, pH value, membrane 
composition) onto the insertion of PR. The vesicle 
membrane was composed of a mixture of DOPC and 
1,2-dioleoyl-3-trimethylammonium-propane 
(DOTAP), which is positively charged. One crucial 
factor we identified was the concentration of KCl, 
which was tested in the range of 0 – 300 mM. Only 
the middle value of 150 mM resulted in successful 

insertions, values to close to 0 mM or 300 mM lead 
to rapid agglomeration of the protein. In terms of the 
reconstitution pathway we could determine that the 
charge mediated and detergent mediated one are not 
mutually exclusive but depend on the environmental 
conditions used during the reconstitution (Fig. 2 B). 
The detergent OG is the main mediator if used in 
lower amounts (0.5 – 0.8 %) and directs the protein 
in a preferential orientation. If charges are present on 
the membrane in higher abundance (>40 %), the 
protein’s charged domains can interact with the 
vesicle surface and induce the preferred orientation. 

Conclusion 

In summary, the two projects demonstrate the 
usefulness of DoE in for membrane protein 
reconstitution. i. We derived a framework which 
allowed us to find optimal conditions for the 
reconstitution of PR-GFP into DOPC lipid and ABA 
triblock copolymer membranes. The model proved to 
be robust and reliable in its predictions. ii. A similar 
approach was used to study the insertion process 
itself under various conditions. We identified two 
possible reconstitution pathways and the conditions 
which direct the process towards one or the other.  
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The project P1208 finished this summer and M. 
Schulzendorf defended his PhD thesis successfully. 
We continued working on the topic of intercalation 
of alkali halides between graphene and Cu(111) and 
started a collaboration with a theory group from the 
University of Modena in Italy (M. Clelia Righi) to 
support our experimental data. At this point we 
would like to review these results which are 
prepared for publication at the moment. 

Results 

Over the past few years, it has been discovered that 
a number of elements will "intercalate" between 
graphene and its substrate support, or between 
graphene layers. By intercalating different atoms or 
compounds between layers of graphite, it is possible 
to tune the physical properties of the graphene layer. 
For example, intercalating Na leads to an electron-
doped graphene sheet [1] and intercalating Pb leads 
to the formation of a p-doped graphene layer [2]. 
We investigated the intercalation of graphene 
islands by KBr and NaCl thin-films on Cu(111) with a 
home-built AFM in ultra-high vacuum (UHV) at 
room temperature. 

In our lab, we employed noncontact Atomic Force 
Microscopy (nc-AFM) and Kelvin Probe Force 
Microscopy (KPFM) [3] with a multimodal setup for 
our measurements, simultaneously actuating the 
cantilever mechanically and electronically at 
different eigenmodes. Our samples have been 
prepared in-situ. Graphene nano-flakes have been 
prepared according to Gao et al. [4]. Ethylene gas 
(CanGas) was directly dosed on a clean Cu(111) 
surface via a fine nozzle (outlet diameter 2 mm, 
distance 10 mm and 60 ° tilt in respect to surface) 
while flashing the sample to ~1000°C. The ionic 
crystals were evaporated thermally afterwards to the 
surface from a crucible containing small grains of 
the respective salts. 

Figure 1 shows the topographies of three different 
samples. In a) only graphene islands have been 
prepared on the Cu(111) surfaces, appearing as 
hexagonal islands with a height of 337pm. The 
measurements have been performed by 
compensating the influences of the electrostatic 
force simultaneously to the topographic 
measurements by KPFM. Therefore, an absolute 
height measurement is possible. In b) and c) 
representative topographies after the deposition of 
NaCl or KBr on such a graphene/Cu(111) surface are 
presented, respectively. While NaCl forms islands or 
clusters around the graphene islands KBr stays 
nearly invisible on the surface. However, the island 

height of graphene is changing to 413pm while the 
one of the NaCl sample stays unchanged. 

By means of KPFM, shown in figure 2, a clear shift 
of the local work function between the different 
areas was observed. While the work function 
difference between the graphene islands and the 
Cu(111) stays at 825mV for the graphene and the 
NaCl covered sample, it reduces to 580mV for the 
sample with KBr. Bare KBr or NaCl islands were 
observed on both samples show always lower work 
function values. 

 
Fig. 1 Topographic images of graphene on Cu(111) a) with 
co-adsorbed NaCl found as islands on hexagons in b) and 
co-adsorbed KBr as carpets surrounding hexagonal flake 
in c). Cross sections along the direction of the arrows in 
d). All scale bars are 100 nm. 

This strong change in the electronic properties was a 
first indication that graphene could have been 
intercalated. These experiments were comple-
mented by X-Ray Photoelectron Spectroscopy at the 
Swiss Light Source (SLS) as presented in the last 
year’s report. 
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Fig. 2 Normalized histograms (left column) of KPFM 
images (right column). a,b) graphene reduces the work 
function of Cu(111). c,d) No change observed on co-
adsorption of NaCl. e,f) On co-adsorption of KBr a shift 
was found for the ∆CPD. All scale bars are 100nm. 

Modelling Absorption and intercalation 

To model the observed effects, we performed density 
functional theory (DFT) calculations within the local 
Density Approximation (LDA) and optimized the 
structures of graphene and ML alkali halides 
adsorbed on Cu(111). The calculated equilibrium 
distances and binding energies obtained for 
graphene are in the typical range of physisorption 
(d=320pm, Eb=1.31eV/nm2). The adhesion of alkali 
halides on copper is stronger, almost twice that of 
graphene, and KBr and NaCl present very similar 
adsorption properties. 

We investigated the possibility of intercalation by 
modelling bilayer adsorption. In particular, we 
compared the stability of the graphene/alkali-
halides/Cu(111) and alkali-halides/graphen/Cu(111) 
systems. We found that the intercalation of alkali 
halides is more favourable than the intercalation of 
graphene, both in the case of KBr (by 1.81eV/nm2) 
and in the case of NaCl (by 1.75eV/nm2). The 

optimized structures of the most favourable 
intercalated systems are shown in figure 3. In the 
case of KBr intercalation, we notice an enhancement 
of the buckling within the KBr layer. This effect, 
most likely due to the K interaction with graphene, 
is absent in NaCl, whose adsorption geometry does 
not seem affected by the presence of graphene. 

 

Fig. 3 Optimized configurations for alkali halides 
intercalation between graphene and Cu(111). The binding 
energy of graphene on the KBr/Cu (a) and NaCl/Cu (b) 
substrates is reported along with the graphene 
equilibrium distance relative to the Cu(111) surface. 

Another important difference between the two 
intercalated structures of figure 3 is represented by 
the binding energy of graphene on the alkali-
halide/Cu substrate, which is 1.37eV/nm2 in the case 
of the KBr/Cu substrate and 0.87eV/nm2 for the 
NaCl/Cu one. These results, along with the 
calculated binding energy for graphene on copper 
1.31eV/nm2, indicate that graphene adsorption is 
more favourable on the KBr/Cu substrate than on 
the bare metal. 

Conclusion	

Within this project we have shown experimentally 
and by DFT simulations that the intercalation of 
KBr between graphene and Cu(111) is more 
favourable than the intercalation of NaCl mainly due 
to the interaction of the alkali atoms. 
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Fig. 2 Normalized histograms (left column) of KPFM 
images (right column). a,b) graphene reduces the work 
function of Cu(111). c,d) No change observed on co-
adsorption of NaCl. e,f) On co-adsorption of KBr a shift 
was found for the ∆CPD. All scale bars are 100nm. 
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Introduction 

Mimicking biological processes, by engineering 
biomimetic nanostructures, is a fundamental 
concept relevant to various scientific fields such as 
materials science, chemistry, electronics and 
medicine. By using a bottom-up strategy of 
biomimicry it is possible to combine highly efficient 
and specific biological units (e.g. proteins, lipids, 
DNA) with robust synthetic materials (e.g. porous 
silica surfaces, block copolymers) [1]. In this way, 
compartmentalization found in cells can be imitated 
by biomimetic compartment platforms that 
contribute to progression from non-living materials 
to a living system. 

Here, we introduce artificial organelles that are 
responsive to changes in intracellular redox 
potential (Fig. 1). These artificial organelles are 
obtained by encapsulation of enzymes inside 
nanocompartments named polymersomes and 
insertion of genetically modified membrane proteins 
in their membrane [2, 3]. Outer membrane protein 
F (OmpF) is chemically modified to attach a 
molecular cap, which serves to induce a stimuli-
responsive behavior of the protein and transform it 
into a controlled “gate”: in specific environmental 
conditions the pore of the modified OmpF (Ompf-
M) is closed, and when they are changing, the cap is 
detached, restoring the molecular flow through 
OmpF pore [2].  Upon OmpF-M insertion in the 
membrane of polymersomes, and loading them with 
an enzyme, the resulting nanoreactor protects the 
enzyme and allows it to act in situ. This concept is 
suitable for intracellular functionality of such 
nanoreactors as artificial organelles.  

 

Fig. 1 Concept of an artificial organelle based on a 
nanoreactor with triggered activity, which is produced by 
loading polymersomes with an enzyme and inserting a 
chemically engineered membrane protein to serve as 
“gate”. Upon up-take, a change in the intracellular 
environment of the artificial organelles switches on the 
nanoreactor because it induces the release of the sensitive 
molecular cap (green dots) from the protein “gate” 
allowing the entrance of substrates (red dots), and the 
release of the products of the enzymatic reaction (yellow 
dots). 

The proof of the concept has been successfully 
obtained by constructing nanoreactors with activity 

triggered by changes of pH in their environment [2]. 
A step further in enlarging this concept for other 
bio-relevant stimuli is based on attachment of 
molecular caps that can be detached by a change in 
the reductive conditions surrounding the 
nanoreactor. A triblock copolymer poly(2-methyl-
oxazoline)-block-poly(dimethylsiloxane)-block-
poly(2-methyloxazoline) served to produce 
polymersomes by self-assembly in dilute aqueous 
solution. Nanoreactors were prepared in the 
presence of horseradish peroxidase (HRP), and 
structurally modified OmpF-S-S-CF and were 
compared with polymersomes loaded with HRP 
without OmpF. HRP serves as catalyst to generate in 
situ a desired reduction sensitive reaction. 

OmpF modification. First, two different molecular 
caps have been attached to thiol residues of the K89 
R270 mutant of OmpF: i) SAMSA- carboxy-
fluorescein (SAMSA-CF) (Scheme 1), and ii) bis-
(2,2,5,5-tetramethyl- 3-imidazoline-1-oxyl-4-yl) di-
sulfide. This step introduces the desired reduction 
responsive molecular cap, which is able of limiting 
the diffusion of molecules through the OmpF pore 
once attached to the cysteine residues. 

 

Scheme 1. Chemical modification of OmpF K89 R270 
cysteine mutant with SAMSA-CF.  

Design of the nanoreactors. Reductive-responsive 
nanoreactors were prepared from PMOXA6-
PDMS44-PMOXA6 copolymer, modified OmpF 
(OmpF-S-S-CF, OmpF-SH) and HRP in PBS buffer 
pH=7.4. They have been compared in terms of 
architecture and functionality with nanoreactors 
having OmpF-WT and polymersomes loaded with 
HRP but no OmpF. Non-encapsulated enzyme was 
removed from the nanoreactors by dialysis against 
PBS.  

Characterization of the nanoreactors. A combina-
tion of transmission electron microscopy (TEM) and 
Static and Dynamic Light scattering (SLS, DLS) was 
applied to determine: (i) the architecture and size of 
the 3D assemblies, (ii) the influence of enzyme 
encapsulation and porin insertion of the self-
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assembly process, and (iii) the stability of the 
poylmersomes/nanoreactors. The vesicular archi-
tecture of polymersomes and nanoreactors has been 
preserved even in the presence of milimolar 
amounts of reduction agents (glutathione) (Fig. 2). 
The average hydrodynamic radius of polymersomes 
and nanoreactors did not change upon addition of 
the reduction agent. 

 
Fig. 2 Cryo-TEM micrographs of: a. nanoreactors 
without OmpF, B. nanoreactors with reconstituted OmpF-
SH, and C. nanoreactors with reconstituted OmpF-S-S-
CF. Scale bar = 100 nm. 

Triggered activity of nanoreactors. We first 
investigated the specific binding of the SAMSA-CF 
fluorescent molecular cap to the thiol groups of 
OmpF-CA in order to determine whether the porin 
was appropriately modified with a reduction 
responsive cap and inserted into polymersomes (Fig. 
3A).  

 
Fig. 3 A. FCS autocorrelation curves of SAMSA-CF: in 
PBS (Black), attached to OmpF-S-S and attached to 
OmpF-S-S- and inserted in the membrane of 
polymersomes (Blue). Dotted line – experimental auto 
correlation curves, Full line – fit. B. Substrate conversion 
kinetics of HRP loaded polymersomes equipped with 
different OmpFs: OmpF-S-S-CF (Green), OmpF-SH 
(Blue), Left: Directly after addition of 30mM glutathione, 
Right: 1 hour after addition of 30 mM glutathione.   

Fluorescence correlation spectroscopy (FCS) 
indicates a significant difference in τd values 
between freely diffusing dye (SAMSA-CF) and 
polymersomes with reconstituted OmpF-S-S-CF, 
which showed that the molecular cap was 

successfully attached to the modified porin 
(Fig. 3A). The nanoreactors had a reduction 
triggered activity because the HRP product of the 
reaction has been released when the environment 
conditions of the nanoreactor changed and induced 
cleaving of the molecular cap (Fig. 3B).  

 

Fig. 4 Panel a: Cellular uptake of nanoreactors loaded 
with Atto-488 HRP (HeLa cells). Scale bar: 10µm. Panel 
b: Cellular uptake and intracellular activation of 
nanoreactors. Blue signal: Hoechst 33342 nucleus stain. 
Grey signal: CellMask Deep Red-Plasma membrane stain. 
Green signal: Atto-488 HRP. Red signal: resorufin-like 
product. Scale bar 20µm. Panel c: In vivo ZFE 
biodistribution and activity of nanoreactors – lateral 
view of the ZFE cross-section. Blue signal: ZFE 
melanocytes. Green signal: HRP-Atto488. Red signal: 
Resorufin-like product. Arrows show regions of 
enzymatic activity of AO.  

Upon cellular integration, such nanoreactors with 
triggered functionality were capable of releasing the 
molecular cap blocking the OmpF porins and 
enabled the system to function as a stimuli 
responsive cell organelle. Zebra fish experiments 
(ZFE) indicate that the artificial organelles preserve 
their functionality in vivo (Fig. 4). 

Conclusion. We designed nanoreactors with 
enzymatic activity triggered by a modified 
membrane protein serving as a stimuli-responsive 
gate. These nanoreactors have high potential for 
biosensing and therapeutic applications because 
they preserve functionality both in vitro and in vivo. 
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Introduction 

In the final year of this project, we focused on a 
proof-of-principle demonstration, in which we use a 
quantum dot (QD) embedded in a nanowire (NW) 
tip a sensitive scanning sensor of electric field. Over 
the years, a number of nanoscale electric field 
sensors have been developed that can image single 
charges on surfaces. Due to intrinsic limitations of 
their electrical or mechanical detection schemes, 
however, most of these devices operate at 
frequencies below 1 kHz. Our experiments show a 
new type of scanning sensor based on an optically 
active semiconductor quantum dot, which promises 
to combine exquisite sensitivity and nanoscale 
resolution with record bandwidths. In addition to 
demonstrating the sensor’s feasibility, we lay out the 
improvements required to take its performance to 
the physical limit. If further developed, this 
approach promises to enable measurements of 
charging dynamics and individual tunneling events 
in few electron and mesoscopic systems. 

Quantum Fiber-pigtail 

Semiconductor quantum-dots (QDs) are attractive 
single photon sources. They are robust, compact and 
provide on-demand single photons at rates in the 
GHz range. Their potential in the context of 
quantum optics however relies on the fulfillment of 
several demanding criteria: high efficiency, high 
photon purity, and simple operation. Recent 
progress has nevertheless brought QDs close to such 
applications. Single-photon operation has been 
obtained in a compact, table-top Stirling machine, 
offering a low-cost and user-friendly solution. 
Thanks to the increasing quality of the epitaxial 
material, spectrally pure emission has been 
demonstrated. The last challenge that needs to be 
addressed is to efficiently couple the emitted light 
into a single mode fiber. Great progress in this 
direction has been made with the integration of QDs 
into micro and nanoscale photonic structures, such 
as cavities and waveguides, which allow the control 
of spontaneous emission. In the last few years, 
important efforts to position the QD in an optimal 
way and to minimize the diffraction of light at the 
output of photonic NWs have pushed the collection 
efficiencies to values > 75% while maintaining a 
Gaussian spatial profile. These impressive results 
require, however, the use of objective lenses with 
large numerical apertures. In parallel, different 
strategies to couple the emitted light directly into a 
single mode fiber have emerged.  

 

 

	

Fig. 1 The quantum fiber-pigtail is cooled down to 4K in 
liquid He. The QDs are excited with a CW laser diode (830 
or 780 nm). The photoluminescence is analyzed with a 
spectrometer and a CCD camera (not shown) [1]. 

In the first part of this project, we realized the 
experimental realization of a quantum fiber-pigtail 
for convenient and efficient extraction of QD 
photons [1]. The device consists of a semiconductor 
quantum-dot embedded into a conical photonic wire 
that is directly connected to the core of a fiber-
pigtail. We demonstrate a photon collection 
efficiency at the output of the fiber of 5.8% and 
suggest realistic improvements for the imple-
mentation of a useful device in the context of 
quantum information. 	

Scanning Electric-field Sensing 

 

Fig. 2 (a) SEM of a quantum fiber-pigtail. (b) Schematic 
diagram of a quantum fiber-pigtail scanned above two 
patterned electrodes. 
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In the last year, we have focused on applying the 
quantum fiber-pigtail as a sensitive scanning sensor 
of electric field. Motivated by a desire to measure 
the electronic properties of surfaces and nano- 
objects, many nanoscale electric-field sensors have 
been developed over the years. Electrostatic force 
microscopy, scanning Kelvin probe force 
microscopy, sensing based on nitrogen-vacancy 
centers in diamond, and scanning single-electron 
transistors (SETs) have already established 
themselves as sensitive electric-field detectors 
reaching sub-elementary charge sensitivity and sub-
nanometer spatial resolution. The most sensitive of 
these devices, the scanning SET, typically operates 
below 1 kHz due to the high intrinsic resistance of 
the SET and the capacitive load of the leads. This 
slow operation speed also exposes the sensor to 1/𝑓𝑓 
charge noise, which limits its sensitivity to 
10%& 	𝑒𝑒 Hz within 100 nm of the probe. Although 
radio frequency SETs achieve bandwidths in excess 
of 100 MHz and 100 times better sensitivity than 
conventional SETs, so far, they have been realized 
only as on-chip electrometers not amenable to 
spatial scanning. 

In 2015, Wagner et al. used a noncontact atomic 
force and scanning tunneling microscope 
functionalized with a single molecule to image the 
dipole field of an adatom on a surface [3]. This first 
demonstration of scanning QD microscopy (SQDM) 
registered single-electron charging events of a 
molecular QD to produce three-dimensional images 
of the local electrostatic potential with sub-
nanometer resolution. In transport experiments, 
gate-defined QDs are employed as single-charge 

detectors, and self-assembled QDs are employed as 
all-optical electrometers, demonstrating a sensitivity 
of 5 Hz. These kind of QDs are also used to 
determine the position of single-defect charges 
within 100 nm of a QD with a precision of 5 nm. 
Electric fields in QDs produce large Stark shifts, 
which, due to a built-in electric dipole, are nearly 
linear around zero field. Nevertheless, a scanning 
electric-field sensor based on an optically active 
semiconductor QD had not yet been realized. Such 
SQDM has the potential for a very large bandwidth, 
which, unlike electronic and mechanically 
addressable sensors, is limited only by the 
spontaneous emission rate of the QD and could 
therefore approach the gigahertz range. 

In the last year, we showed the proof-of-principle 
application of an optical fiber-coupled semi-
conductor QD as a scanning electric-field sensor [2]. 
By tracking the induced energy shift on the peak of a 
single transition of a QD, we map the vertical 
component of an external applied field. Our device 
is composed of a self-assembled InAs QD located in 
the tip of a fiber-coupled GaAs photonic wire. The 
QD emits preferentially into the waveguide mode, 
which expands adiabatically through a tapering of 
the photonic wire and ensures good out-coupling. 
The design of the photonic wire ensures both 
efficient guiding of the QD fluorescence as well as 
proximity of the QD to the sample, which is a 
necessary condition for scanning probe microscopy. 
With the help of numerical simulations, we also 
investigate the unavoidable perturbation of the 
external field due to the dielectric nature of the 
probe, pointing toward geometric improvements to 

reduce this effect and increase 
sensitivity. 
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 Fig. 3 Experimental results. (a) Energy of the QD emission peak vs the applied 

voltage V for different values of tip-electrode distance d. Solid lines are parabolic 
fits, and gray dashed lines indicate the vertices of each parabola. The tip is 
positioned at the center of the electrode (x = 2 µm). (b) Triangles represent Ez as a 
function of d at V = 40 V extracted from the curvature fits for different x positions; 
solid lines show corresponding simulated values of Ez. Full maps of Ez as a function 
of x and d at V = 40 V extracted from (c) measurements and (d) simulations. 
Simulations consider a zdot = 110 nm with b ¼ 350 nm and a tilt angle of 5°. Black 
dashed lines correspond to the line cuts in (b). In both (b) and (c), each point 
requires 21 s of measurement time; the full map in (c) requires 68 min [2]. 
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Motivation 

The excitement around graphene during the last 
decade can be attributed to several unique electronic 
properties. For example, the linear dispersion 
relation of the charge carriers, which makes 
electrons to behave as photons, the helical nature of 
charge carriers mimicking a Dirac system, the 
vanishing density of states at the Dirac point where 
conduction and valence bands touch, or the high 
mobility and ballistic electron motion with mean-
free paths that can reach and exceed several 
micrometers, yielding highly conducting layers. 

Research has shown, that in order to access the in-
teresting physics of pristine graphene, the envi-
ronmental influences (potential fluctuations from 
the substrate, unintentional chemical doping etc.) 
have to be reduced to a minimum. Currently the two 
most prominent techniques to obtain “clean” 
graphene are to either suspend the graphene freely 
or to encapsulate it between hexagonal boron-
nitride (hBN), which like graphene is a layered 
material but a non-conducting one. Even though 
suspended graphene yields the highest graphene 
quality, the device geometries which can be realized 
are rather limited [1]. This can be circumvented by 
encapsulating graphene in hBN. Encapsulation of 
graphene in hBN holds several additional 
advantages, such as the possibility to create a 
superlattice in graphene with hBN [2], or to 
establish more complex device geometries. This can 
include multiple electrostatic gates and electrical 
contacts of different types, such as one-dimensional 
side-contacts [3], but as well inner point contacts 
[4]. Even though inner point contacts were realized 
in suspended devices via air-bridges, this is 
significantly simpler to achieve in encapsulated 
devices, as we have shown in [4]. 

Co-existence of classical snake states and 
Aharanov-Bohm oscillations along graphene p-n 
junctions 

 
Fig. 1 Concept of snake states and Aharanov-Bohm 
interference along a graphene p-n junction. a, Snake 
states seen in the framework of classical skipping orbits 
for two different magnetic field values (blue and red 
trajectories). b,c, Principle of Aharonov-Bohm 
interferences between edge-states propagating along a 
graphene p-n interface at high (b) and low (c) filling 
factors (ν). 

 

Snake states and Aharanov-Bohm (AB) 
interferences are examples of magnetoconductance 
oscillations, which can be observed along a 
graphene p-n junction as sketched in figure 1. They 
have been proposed as the cause of observed 
oscillations in both suspended and encapsulated 
devices. However, it is presently not clear whether 
the observed oscillations were properly assigned, 
since in previous works typically only one kind of 
oscillation was present with the difficulty that the 
signatures of snake state and AB oscillations are 
very similar. So far, snake state and AB oscillations 
were thought to be mutually excluding and therefore 
discussed independently, using either the picture of 
classical skipping trajectories or quantum Hall edge 
states – two models which seem to be based on 
different physical concepts. 

 
Fig. 2 Conductance and its numerical derivative of 
a p-n junction in the bipolar regime for two 
selected magnetic fields. The filling factors are given 
in green for the cavity tuned by the global back-gate 
(horizontal axis) and in purple for the cavity tuned by the 
local bottom-gate (vertical axis). Note, that the two gates 
tune the carrier densities in the two regions of the pn 
junction. The yellow, dashed lines indicate filling factors 1 
and 2. The different types of magnetoconductance 
oscillations are indicated with the red, orange and cyan 
arrows/dashed lines. It turns out the oscillation at 
intermediate filling factors (the red one) is due to snake 
state motion, while the other ones are AB oscillations. Red 
would correspond to Fig. 1(a), orange to (b) and blue to 
(c). 

We have recently observed simultaneously three 
partially overlapping oscillations in a single hBN 
encapsulated pn junction, (Fig. 2, indicated with the 
red, orange and cyan dashed lines), allowing a direct 
comparison of the latter. We analyzed them with 
respect to their charge carrier density (Fig. 2), 
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quality, the device geometries which can be realized 
are rather limited [1]. This can be circumvented by 
encapsulating graphene in hBN. Encapsulation of 
graphene in hBN holds several additional 
advantages, such as the possibility to create a 
superlattice in graphene with hBN [2], or to 
establish more complex device geometries. This can 
include multiple electrostatic gates and electrical 
contacts of different types, such as one-dimensional 
side-contacts [3], but as well inner point contacts 
[4]. Even though inner point contacts were realized 
in suspended devices via air-bridges, this is 
significantly simpler to achieve in encapsulated 
devices, as we have shown in [4]. 

Co-existence of classical snake states and 
Aharanov-Bohm oscillations along graphene p-n 
junctions 

 
Fig. 1 Concept of snake states and Aharanov-Bohm 
interference along a graphene p-n junction. a, Snake 
states seen in the framework of classical skipping orbits 
for two different magnetic field values (blue and red 
trajectories). b,c, Principle of Aharonov-Bohm 
interferences between edge-states propagating along a 
graphene p-n interface at high (b) and low (c) filling 
factors (ν). 

 

Snake states and Aharanov-Bohm (AB) 
interferences are examples of magnetoconductance 
oscillations, which can be observed along a 
graphene p-n junction as sketched in figure 1. They 
have been proposed as the cause of observed 
oscillations in both suspended and encapsulated 
devices. However, it is presently not clear whether 
the observed oscillations were properly assigned, 
since in previous works typically only one kind of 
oscillation was present with the difficulty that the 
signatures of snake state and AB oscillations are 
very similar. So far, snake state and AB oscillations 
were thought to be mutually excluding and therefore 
discussed independently, using either the picture of 
classical skipping trajectories or quantum Hall edge 
states – two models which seem to be based on 
different physical concepts. 

 
Fig. 2 Conductance and its numerical derivative of 
a p-n junction in the bipolar regime for two 
selected magnetic fields. The filling factors are given 
in green for the cavity tuned by the global back-gate 
(horizontal axis) and in purple for the cavity tuned by the 
local bottom-gate (vertical axis). Note, that the two gates 
tune the carrier densities in the two regions of the pn 
junction. The yellow, dashed lines indicate filling factors 1 
and 2. The different types of magnetoconductance 
oscillations are indicated with the red, orange and cyan 
arrows/dashed lines. It turns out the oscillation at 
intermediate filling factors (the red one) is due to snake 
state motion, while the other ones are AB oscillations. Red 
would correspond to Fig. 1(a), orange to (b) and blue to 
(c). 

We have recently observed simultaneously three 
partially overlapping oscillations in a single hBN 
encapsulated pn junction, (Fig. 2, indicated with the 
red, orange and cyan dashed lines), allowing a direct 
comparison of the latter. We analyzed them with 
respect to their charge carrier density (Fig. 2), 
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magnetic field, temperature and bias dependence in 
order to assign them to either snake state or AB 
oscillations. Surprisingly, we found that snake state 
and AB oscillations can co-exist within a limited 
parameter range.  

Triggered by the co-existence of these effects within 
our measurements, we have put forward a physical 
picture based on the mixing of Landau levels at the 
edge of the sample and along the pn junction, in 
which both effects are compatible with each other. 
The mixing is thought to be due to edge disorder in 
the first case, while it is due to the electric field in 
the pn region in the latter.  Such a mixing can yield 
both an AB oscillation and a periodic motion of the 
center of the wave package mimicking the classical 
snake motions.  These results are currently written 
up. 
 
Giant Valley-Isospin Conductance Oscillations 
in Ballistic Graphene 

Besides the snake state and AB oscillations, we 
observed another type of magnetoconductance 
oscillation within the bipolar regime at high 
magnetic fields. In contrast to the snake state and 
the AB oscillations, the latter depend on the valley-
degree of freedom (which is commonly denoted with 
K, K’) of the charge carriers in graphene. 

If a p-n junction is formed perpendicular to the 
graphene edges, similar to the situation required for 
the observation of snake state and AB oscillations, 
the quantum Hall channels co-propagate along the 
p-n junction (Fig. 3a). It has been predicted by 
Tworzidło and co-workers that if only the lowest 
Landau level is filled on both sides of the p-n 
junction, the conductance is determined by the 
valley (isospin) polarization at the edges and by the 
width of the flake [5]. This effect remained hidden 
so far due to scattering between the channels co-
propagating along the p-n interface (equilibration).  

 
Fig. 3 Valley-isospin dependent conductance of a 
(simplified) two-terminal p−n junction at high 
magnetic fields. a,b, Charge carriers are injected at 
the bottom-edge (black arrow) and guided along the p-n 
junction to the top-edge (grey arrow). Depending on the 
number of unit-cells between bottom and top edge, the 
charge carrier is either fully transmitted (a) or partially 
reflected (b). c, Conductance as a function of the two 
electrostatic gates at B = 8 T. The valley-isospin 
oscillations are visible in the form of radial fringes 
converging to the common CNP. The black, dashed lines 
are a guide to the eye showing the oscillation maximum 
for selected valley-isospin oscillations. 

In this study, we investigated p-n junctions with a 
movable p-n interface with which we were able to 
probe the local edge configuration of graphene 
flakes. We observed large quantum conductance 
oscillations on the order of e2/h which solely depend 

on the p-n junction position (Fig. 3c), providing the 
first signature of isospin-defined conductance 
oscillations.  

Our experiments were underlined by quantum 
transport calculations, which were performed by 
M.H. Liu from the University of Regensburg. 
Although we had no control on the exact edge 
character of the flake, the conductance was still 
defined by the local properties of the edges and the 
local width of the flake, in agreement with transport 
simulations. Furthermore, we could exclude that the 
equilibration between edge channels at the 
intersection between the p-n junction and the 
graphene edges (so-called hot-spots) were 
responsible for the conductance oscillations. We 
observed similar oscillation in more than 15 p-n and 
p-n-p junctions, some of them also having naturally 
cleaved graphene flakes (were there are presumably 
less edge defects compared to reactive ion etching), 
and also on suspended p-n junctions.  

Finally, there are new techniques appearing, such as 
hydrogen-plasma etching or chemical synthesis of 
GNRs, allowing for a much better control over the 
edges. This could be used in further studies to draw 
a correlation between transport measurement and 
the edge of the measured samples (e.g., via atomic 
resolution imaging) underlining the isospin origin of 
these oscillations. 

These results were published in Nano Letters [6]. 

We thank M. H. Liu and Klaus Richter from the 
University of Regensburg for the collaboration, 
supporting this work with tight-binding simulations. 
High-quality hBN was provided by K. Watanabe, T. 
Taniguchi from the National Institute for Material 
Science at Tsukuba, Japan. 
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Motivation 

The excitement around graphene during the last 
decade can be attributed to several unique electronic 
properties. For example, the linear dispersion 
relation of the charge carriers, which makes 
electrons to behave as photons, the helical nature of 
charge carriers mimicking a Dirac system, the 
vanishing density of states at the Dirac point where 
conduction and valence bands touch, or the high 
mobility and ballistic electron motion with mean-
free paths that can reach and exceed several 
micrometers, yielding highly conducting layers. 

Research has shown, that in order to access the in-
teresting physics of pristine graphene, the envi-
ronmental influences (potential fluctuations from 
the substrate, unintentional chemical doping etc.) 
have to be reduced to a minimum. Currently the two 
most prominent techniques to obtain “clean” 
graphene are to either suspend the graphene freely 
or to encapsulate it between hexagonal boron-
nitride (hBN), which like graphene is a layered 
material but a non-conducting one. Even though 
suspended graphene yields the highest graphene 
quality, the device geometries which can be realized 
are rather limited [1]. This can be circumvented by 
encapsulating graphene in hBN. Encapsulation of 
graphene in hBN holds several additional 
advantages, such as the possibility to create a 
superlattice in graphene with hBN [2], or to 
establish more complex device geometries. This can 
include multiple electrostatic gates and electrical 
contacts of different types, such as one-dimensional 
side-contacts [3], but as well inner point contacts 
[4]. Even though inner point contacts were realized 
in suspended devices via air-bridges, this is 
significantly simpler to achieve in encapsulated 
devices, as we have shown in [4]. 

Co-existence of classical snake states and 
Aharanov-Bohm oscillations along graphene p-n 
junctions 

 
Fig. 1 Concept of snake states and Aharanov-Bohm 
interference along a graphene p-n junction. a, Snake 
states seen in the framework of classical skipping orbits 
for two different magnetic field values (blue and red 
trajectories). b,c, Principle of Aharonov-Bohm 
interferences between edge-states propagating along a 
graphene p-n interface at high (b) and low (c) filling 
factors (ν). 

 

Snake states and Aharanov-Bohm (AB) 
interferences are examples of magnetoconductance 
oscillations, which can be observed along a 
graphene p-n junction as sketched in figure 1. They 
have been proposed as the cause of observed 
oscillations in both suspended and encapsulated 
devices. However, it is presently not clear whether 
the observed oscillations were properly assigned, 
since in previous works typically only one kind of 
oscillation was present with the difficulty that the 
signatures of snake state and AB oscillations are 
very similar. So far, snake state and AB oscillations 
were thought to be mutually excluding and therefore 
discussed independently, using either the picture of 
classical skipping trajectories or quantum Hall edge 
states – two models which seem to be based on 
different physical concepts. 

 
Fig. 2 Conductance and its numerical derivative of 
a p-n junction in the bipolar regime for two 
selected magnetic fields. The filling factors are given 
in green for the cavity tuned by the global back-gate 
(horizontal axis) and in purple for the cavity tuned by the 
local bottom-gate (vertical axis). Note, that the two gates 
tune the carrier densities in the two regions of the pn 
junction. The yellow, dashed lines indicate filling factors 1 
and 2. The different types of magnetoconductance 
oscillations are indicated with the red, orange and cyan 
arrows/dashed lines. It turns out the oscillation at 
intermediate filling factors (the red one) is due to snake 
state motion, while the other ones are AB oscillations. Red 
would correspond to Fig. 1(a), orange to (b) and blue to 
(c). 

We have recently observed simultaneously three 
partially overlapping oscillations in a single hBN 
encapsulated pn junction, (Fig. 2, indicated with the 
red, orange and cyan dashed lines), allowing a direct 
comparison of the latter. We analyzed them with 
respect to their charge carrier density (Fig. 2), 
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Motivation 

The excitement around graphene during the last 
decade can be attributed to several unique electronic 
properties. For example, the linear dispersion 
relation of the charge carriers, which makes 
electrons to behave as photons, the helical nature of 
charge carriers mimicking a Dirac system, the 
vanishing density of states at the Dirac point where 
conduction and valence bands touch, or the high 
mobility and ballistic electron motion with mean-
free paths that can reach and exceed several 
micrometers, yielding highly conducting layers. 

Research has shown, that in order to access the in-
teresting physics of pristine graphene, the envi-
ronmental influences (potential fluctuations from 
the substrate, unintentional chemical doping etc.) 
have to be reduced to a minimum. Currently the two 
most prominent techniques to obtain “clean” 
graphene are to either suspend the graphene freely 
or to encapsulate it between hexagonal boron-
nitride (hBN), which like graphene is a layered 
material but a non-conducting one. Even though 
suspended graphene yields the highest graphene 
quality, the device geometries which can be realized 
are rather limited [1]. This can be circumvented by 
encapsulating graphene in hBN. Encapsulation of 
graphene in hBN holds several additional 
advantages, such as the possibility to create a 
superlattice in graphene with hBN [2], or to 
establish more complex device geometries. This can 
include multiple electrostatic gates and electrical 
contacts of different types, such as one-dimensional 
side-contacts [3], but as well inner point contacts 
[4]. Even though inner point contacts were realized 
in suspended devices via air-bridges, this is 
significantly simpler to achieve in encapsulated 
devices, as we have shown in [4]. 

Co-existence of classical snake states and 
Aharanov-Bohm oscillations along graphene p-n 
junctions 

 
Fig. 1 Concept of snake states and Aharanov-Bohm 
interference along a graphene p-n junction. a, Snake 
states seen in the framework of classical skipping orbits 
for two different magnetic field values (blue and red 
trajectories). b,c, Principle of Aharonov-Bohm 
interferences between edge-states propagating along a 
graphene p-n interface at high (b) and low (c) filling 
factors (ν). 

 

Snake states and Aharanov-Bohm (AB) 
interferences are examples of magnetoconductance 
oscillations, which can be observed along a 
graphene p-n junction as sketched in figure 1. They 
have been proposed as the cause of observed 
oscillations in both suspended and encapsulated 
devices. However, it is presently not clear whether 
the observed oscillations were properly assigned, 
since in previous works typically only one kind of 
oscillation was present with the difficulty that the 
signatures of snake state and AB oscillations are 
very similar. So far, snake state and AB oscillations 
were thought to be mutually excluding and therefore 
discussed independently, using either the picture of 
classical skipping trajectories or quantum Hall edge 
states – two models which seem to be based on 
different physical concepts. 

 
Fig. 2 Conductance and its numerical derivative of 
a p-n junction in the bipolar regime for two 
selected magnetic fields. The filling factors are given 
in green for the cavity tuned by the global back-gate 
(horizontal axis) and in purple for the cavity tuned by the 
local bottom-gate (vertical axis). Note, that the two gates 
tune the carrier densities in the two regions of the pn 
junction. The yellow, dashed lines indicate filling factors 1 
and 2. The different types of magnetoconductance 
oscillations are indicated with the red, orange and cyan 
arrows/dashed lines. It turns out the oscillation at 
intermediate filling factors (the red one) is due to snake 
state motion, while the other ones are AB oscillations. Red 
would correspond to Fig. 1(a), orange to (b) and blue to 
(c). 

We have recently observed simultaneously three 
partially overlapping oscillations in a single hBN 
encapsulated pn junction, (Fig. 2, indicated with the 
red, orange and cyan dashed lines), allowing a direct 
comparison of the latter. We analyzed them with 
respect to their charge carrier density (Fig. 2), 
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magnetic field, temperature and bias dependence in 
order to assign them to either snake state or AB 
oscillations. Surprisingly, we found that snake state 
and AB oscillations can co-exist within a limited 
parameter range.  

Triggered by the co-existence of these effects within 
our measurements, we have put forward a physical 
picture based on the mixing of Landau levels at the 
edge of the sample and along the pn junction, in 
which both effects are compatible with each other. 
The mixing is thought to be due to edge disorder in 
the first case, while it is due to the electric field in 
the pn region in the latter.  Such a mixing can yield 
both an AB oscillation and a periodic motion of the 
center of the wave package mimicking the classical 
snake motions.  These results are currently written 
up. 
 
Giant Valley-Isospin Conductance Oscillations 
in Ballistic Graphene 

Besides the snake state and AB oscillations, we 
observed another type of magnetoconductance 
oscillation within the bipolar regime at high 
magnetic fields. In contrast to the snake state and 
the AB oscillations, the latter depend on the valley-
degree of freedom (which is commonly denoted with 
K, K’) of the charge carriers in graphene. 

If a p-n junction is formed perpendicular to the 
graphene edges, similar to the situation required for 
the observation of snake state and AB oscillations, 
the quantum Hall channels co-propagate along the 
p-n junction (Fig. 3a). It has been predicted by 
Tworzidło and co-workers that if only the lowest 
Landau level is filled on both sides of the p-n 
junction, the conductance is determined by the 
valley (isospin) polarization at the edges and by the 
width of the flake [5]. This effect remained hidden 
so far due to scattering between the channels co-
propagating along the p-n interface (equilibration).  

 
Fig. 3 Valley-isospin dependent conductance of a 
(simplified) two-terminal p−n junction at high 
magnetic fields. a,b, Charge carriers are injected at 
the bottom-edge (black arrow) and guided along the p-n 
junction to the top-edge (grey arrow). Depending on the 
number of unit-cells between bottom and top edge, the 
charge carrier is either fully transmitted (a) or partially 
reflected (b). c, Conductance as a function of the two 
electrostatic gates at B = 8 T. The valley-isospin 
oscillations are visible in the form of radial fringes 
converging to the common CNP. The black, dashed lines 
are a guide to the eye showing the oscillation maximum 
for selected valley-isospin oscillations. 

In this study, we investigated p-n junctions with a 
movable p-n interface with which we were able to 
probe the local edge configuration of graphene 
flakes. We observed large quantum conductance 
oscillations on the order of e2/h which solely depend 

on the p-n junction position (Fig. 3c), providing the 
first signature of isospin-defined conductance 
oscillations.  

Our experiments were underlined by quantum 
transport calculations, which were performed by 
M.H. Liu from the University of Regensburg. 
Although we had no control on the exact edge 
character of the flake, the conductance was still 
defined by the local properties of the edges and the 
local width of the flake, in agreement with transport 
simulations. Furthermore, we could exclude that the 
equilibration between edge channels at the 
intersection between the p-n junction and the 
graphene edges (so-called hot-spots) were 
responsible for the conductance oscillations. We 
observed similar oscillation in more than 15 p-n and 
p-n-p junctions, some of them also having naturally 
cleaved graphene flakes (were there are presumably 
less edge defects compared to reactive ion etching), 
and also on suspended p-n junctions.  

Finally, there are new techniques appearing, such as 
hydrogen-plasma etching or chemical synthesis of 
GNRs, allowing for a much better control over the 
edges. This could be used in further studies to draw 
a correlation between transport measurement and 
the edge of the measured samples (e.g., via atomic 
resolution imaging) underlining the isospin origin of 
these oscillations. 

These results were published in Nano Letters [6]. 

We thank M. H. Liu and Klaus Richter from the 
University of Regensburg for the collaboration, 
supporting this work with tight-binding simulations. 
High-quality hBN was provided by K. Watanabe, T. 
Taniguchi from the National Institute for Material 
Science at Tsukuba, Japan. 
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The nitrogen-vacancy (NV) center in diamond has a 
coherent spin but emits incoherent photons. The 
main problem is that the probability of photon-free 
emission is small: in most cases, photon emission is 
accompanied by the creation of a phonon. The so-
called zero-phonon-line (ZPL) accounts for just 3% of 
the emission. In the creation of spin-photon and 
spin-spin entanglements, only the ZPL process is 
useful.  

A crucial insight is that the small ZPL fraction is not 
set in stone: it can be changed by engineering the 
photonic density of states. A peak in the density of 
states can be created with a cavity. Specifically, in a 
micro-cavity tuned to the ZPL frequency, emission 
into the ZPL is accelerated, thereby boosting the ZPL 
fraction. The physics is described with the Purcell 
effect, equivalently the weak coupling regime of 
cavity-QED. Theory suggests that even a micro-cavity 
with modest Q-factor is sufficient. 

The potential enhancement of the ZPL fraction via a 
micro-cavity has been known for some time and there 
are several experiments along these lines. Serious 
problems related to the nano-fabrication arise. A 
photonic crystal cavity represents an extreme case. 
Creation of a diamond photonic crystal cavity (etched 
holes in a diamond membrane) requires aggressive 
etching – diamond is a very hard material – such that 
the optical properties of the NV centers degrade. 
Typically, large spectral wanderings are observed. 
Also, diamond photonic crystal cavities have small Q-
factors. Under these circumstances, the micro-cavity 
can easily degrade rather than enhance the quality of 
the photons. 

In this SNI project, we have opted for a new 
approach. Diamond fabrication is kept to the 
absolute minimum. We fabricate diamond memb-
ranes, a few hundred nanometers thick, from high-
quality, single-crystal starting material. The optical 
properties of NV centers in the membrane are good, 
not yet perfect, but good enough. The micro-cavity 
consists of a highly miniaturized Fabry-Perot cavity. 
The diamond membrane is bonded (simply via a van 
der Waals force) to a planar dielectric mirror; the 
micro-cavity is completed with a curved dielectric 
mirror with radius of curvature 10-20 µm (Fig. 1). 
The curved mirror is positioned about a micron above 
the diamond membrane. 

 

Fig. 1 Top: Schematic of the tunable micro-cavity 
containing a diamond membrane. Bottom left: detaching a 
20 x 20 µm2   membrane with a micro-manipulator. Bottom 
right: bird’s-eye view of the curved mirror positioned 
above the diamond membrane. 

Compared to a photonic crystal cavity, the Q-factor is 
much higher: we achieve values close to 105. The 
mode volume V with respect to a photonic crystal 
cavity is also much higher. Nevertheless, the Q:V 
ratio is favorable. A final point is that the micro-
cavity can be widely tuned in situ, a feature not 
shared by a photonic crystal cavity or other form of 
monolithic device. This enables us to bring each NV 
center into resonance with the micro-cavity mode. 

Implementing this idea required, first, the creation of 
diamond membranes. They were used initially to 
create an antenna structure. It was shown that the 
antenna directs most of the NV emission into a 
medium-angle cone in the forward direction [1]. 
Second, miniaturized Fabry-Perot cavities were 
designed, realized and tested [2]. The potential of the 
micro-cavities was explored initially with 
semiconductor quantum dots, emitters with large 
optical dipole moments [3]. Subsequently, curved 
mirrors with sub-10 µm radii were fabricated [4]. 
Finally, a cryogenic micro-cavity system was 
developed for the NV center wavelength, 637 nm. 
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Fig. 2 (a) Photoluminescence (PL) spectra around the ZPL 
transition as the cavity length L is changed. Each 
resonance corresponds to the ZPL emission of a single NV 
center. (b) Integrated PL versus DL to determine the Q-
factor of the cavity, 60,000. (c) Auto-correlation of the PL 
from ZPL2 (pulsed excitation) showing a clear anti-
bunching at zero delay.  

All these components were brought together into a 
common experiment [5]. Figure 2a shows the 
emission as a function of cavity length. There are 
clear resonances, each corresponding to a single NV 
center as demonstrated in the auto-correlation 
experiment (Fig. 2c).  There is a clear Purcell effect, a 
dependence of the radiative lifetime on cavity 
detuning (Fig. 3a). Each ZPL exhibits a Purcell effect 
(Fig. 3b, c).  

The overall Purcell factor is 2.0. This modest factor 
masks the profound changes at the emitter level. 
Emission into the plethora of lateral, “leaky” modes 
is not inhibited by this cavity design. Instead, the 
cavity relies entirely on boosting the emission into a 
single vertical mode. This boost must be very strong 
in order to have any effect on the overall emission 
rate. An analysis of the experimental data shows that 
the ZPL fraction increases from 3% to close to 50% in 
this experiment [5]. 

The main deficiency of this experiment was the loss 
in the dielectric mirrors which reduces the signal 
from the individual ZPLs. This will be rectified by 
using “super” mirrors for which the technology is 
already well developed. With resonant excitation, 
efficient photon generation is also hindered by the 
spectral wanderings of the ZPLs. It is hoped that 
membrane fabrication can be optimized with respect 
to this parameter. Once these issues have been 
addressed, the future goals are to generate coherent 

single photons from single NV centers and to 
demonstrate an efficient spin-photon interface.  

 

Fig. 3 (a) Decay curves following pulsed excitation of ZPL2 
as a function of DL. The NV is located at the anti-node of 
the micro-cavity. (b) Recombination rate versus DL for a 
fixed lateral position. (c) Recombination rate versus lateral 
position for zero spectral detuning. 
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The nitrogen-vacancy (NV) center in diamond has a 
coherent spin but emits incoherent photons. The 
main problem is that the probability of photon-free 
emission is small: in most cases, photon emission is 
accompanied by the creation of a phonon. The so-
called zero-phonon-line (ZPL) accounts for just 3% of 
the emission. In the creation of spin-photon and 
spin-spin entanglements, only the ZPL process is 
useful.  

A crucial insight is that the small ZPL fraction is not 
set in stone: it can be changed by engineering the 
photonic density of states. A peak in the density of 
states can be created with a cavity. Specifically, in a 
micro-cavity tuned to the ZPL frequency, emission 
into the ZPL is accelerated, thereby boosting the ZPL 
fraction. The physics is described with the Purcell 
effect, equivalently the weak coupling regime of 
cavity-QED. Theory suggests that even a micro-cavity 
with modest Q-factor is sufficient. 

The potential enhancement of the ZPL fraction via a 
micro-cavity has been known for some time and there 
are several experiments along these lines. Serious 
problems related to the nano-fabrication arise. A 
photonic crystal cavity represents an extreme case. 
Creation of a diamond photonic crystal cavity (etched 
holes in a diamond membrane) requires aggressive 
etching – diamond is a very hard material – such that 
the optical properties of the NV centers degrade. 
Typically, large spectral wanderings are observed. 
Also, diamond photonic crystal cavities have small Q-
factors. Under these circumstances, the micro-cavity 
can easily degrade rather than enhance the quality of 
the photons. 

In this SNI project, we have opted for a new 
approach. Diamond fabrication is kept to the 
absolute minimum. We fabricate diamond memb-
ranes, a few hundred nanometers thick, from high-
quality, single-crystal starting material. The optical 
properties of NV centers in the membrane are good, 
not yet perfect, but good enough. The micro-cavity 
consists of a highly miniaturized Fabry-Perot cavity. 
The diamond membrane is bonded (simply via a van 
der Waals force) to a planar dielectric mirror; the 
micro-cavity is completed with a curved dielectric 
mirror with radius of curvature 10-20 µm (Fig. 1). 
The curved mirror is positioned about a micron above 
the diamond membrane. 

 

Fig. 1 Top: Schematic of the tunable micro-cavity 
containing a diamond membrane. Bottom left: detaching a 
20 x 20 µm2   membrane with a micro-manipulator. Bottom 
right: bird’s-eye view of the curved mirror positioned 
above the diamond membrane. 

Compared to a photonic crystal cavity, the Q-factor is 
much higher: we achieve values close to 105. The 
mode volume V with respect to a photonic crystal 
cavity is also much higher. Nevertheless, the Q:V 
ratio is favorable. A final point is that the micro-
cavity can be widely tuned in situ, a feature not 
shared by a photonic crystal cavity or other form of 
monolithic device. This enables us to bring each NV 
center into resonance with the micro-cavity mode. 

Implementing this idea required, first, the creation of 
diamond membranes. They were used initially to 
create an antenna structure. It was shown that the 
antenna directs most of the NV emission into a 
medium-angle cone in the forward direction [1]. 
Second, miniaturized Fabry-Perot cavities were 
designed, realized and tested [2]. The potential of the 
micro-cavities was explored initially with 
semiconductor quantum dots, emitters with large 
optical dipole moments [3]. Subsequently, curved 
mirrors with sub-10 µm radii were fabricated [4]. 
Finally, a cryogenic micro-cavity system was 
developed for the NV center wavelength, 637 nm. 
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Fig. 2 (a) Photoluminescence (PL) spectra around the ZPL 
transition as the cavity length L is changed. Each 
resonance corresponds to the ZPL emission of a single NV 
center. (b) Integrated PL versus DL to determine the Q-
factor of the cavity, 60,000. (c) Auto-correlation of the PL 
from ZPL2 (pulsed excitation) showing a clear anti-
bunching at zero delay.  

All these components were brought together into a 
common experiment [5]. Figure 2a shows the 
emission as a function of cavity length. There are 
clear resonances, each corresponding to a single NV 
center as demonstrated in the auto-correlation 
experiment (Fig. 2c).  There is a clear Purcell effect, a 
dependence of the radiative lifetime on cavity 
detuning (Fig. 3a). Each ZPL exhibits a Purcell effect 
(Fig. 3b, c).  

The overall Purcell factor is 2.0. This modest factor 
masks the profound changes at the emitter level. 
Emission into the plethora of lateral, “leaky” modes 
is not inhibited by this cavity design. Instead, the 
cavity relies entirely on boosting the emission into a 
single vertical mode. This boost must be very strong 
in order to have any effect on the overall emission 
rate. An analysis of the experimental data shows that 
the ZPL fraction increases from 3% to close to 50% in 
this experiment [5]. 

The main deficiency of this experiment was the loss 
in the dielectric mirrors which reduces the signal 
from the individual ZPLs. This will be rectified by 
using “super” mirrors for which the technology is 
already well developed. With resonant excitation, 
efficient photon generation is also hindered by the 
spectral wanderings of the ZPLs. It is hoped that 
membrane fabrication can be optimized with respect 
to this parameter. Once these issues have been 
addressed, the future goals are to generate coherent 

single photons from single NV centers and to 
demonstrate an efficient spin-photon interface.  

 

Fig. 3 (a) Decay curves following pulsed excitation of ZPL2 
as a function of DL. The NV is located at the anti-node of 
the micro-cavity. (b) Recombination rate versus DL for a 
fixed lateral position. (c) Recombination rate versus lateral 
position for zero spectral detuning. 
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Introduction 

Splitting water into O2 and H2 using sunlight as an 
energy source offers an attractive means to address 
the World’s growing need for energy. Renewable, 
clean energies including solar, wind- or 
hydroelectric-power plants are widely produced but 
generate electric energy, whose storage is 
challenging. A more economical way to store energy 
is within chemical bonds. It is desirable to produce 
an energy carrier that can be liquefied or 
transported as a gas. Hydrogen gas can be produced 
by a multitude of ways on an industrial scale, yet 
most of them rely on carbon sources, precious metal 
catalysts and are not energy efficient. Nature 
provides us with highly specialized enzymes known 
as hydrogenases [1]. These natural enzymes can be 
found in a variety of bacterial and archaeal 
organisms, where they discharge reducing 
equivalents in the form of H2 or oxidize H2 in 
reactions that require a reductant. These enzymes 
operate without the need of a high over-potential, at 
high reaction rates (1,500 – 20,000 turnovers per 
second) and under physiological conditions at pH 7 
and 37°C in water. These hydrogenases are highly 
evolved, and contain specialized proton, dihydrogen 
and electron channels to deliver the substrates and 
extract the product. Most importantly these natural 
hydrogenases rely on earth-abundant metals (i.e. Ni 
and Fe), but require complex maturation 
machineries to assemble and display modest 
stabilities under non-physiological conditions. 
Furthermore, their oxygen sensitivity and 
production costs call for the development of 
artificial hydrogenases. There are many small 
molecule catalysts reported that mimic the catalytic 
center of hydrogenases, yet these catalysts hardly 
achieve the efficiency of hydrogenases. Thus, an 
incorporation into a protein scaffold could increase 
the efficiency of those small molecule catalysts. One 
possible way to incorporate a small molecule 
hydrogenase mimic into a protein is the biotin-
streptavidin technology [2]. In the past decade, this 
technology has found widespread use for the 
assembly of artificial metalloenzymes (ArM) [3]. 
Streptavidin (Sav) is a remarkably stable and 
versatile homotetrameric protein (4 x 159 amino 
acids, ca. 65 kDa). Each of the four monomers can 
bind one equivalent of biotin with a supramolecular 
binding affinity of ca. 1013 M-1, thus representing one 
of the strongest non-covalent bonds in nature. This 
feature offers the possibility to anchor an abiotic 
cofactor within a protein environment to create 
artificial metalloenzymes. We set out to incorporate 
a small molecule, Co-based hydrogen-evolution 
catalyst [CoBr(appy)-OH]Br that was biotinylated to 
[CoBr(appy)-Biot]Br into the protein (Fig. 1) [4].  

 

Fig. 1 Co-based hydrogen evolution catalyst [CoBr(appy)-
OH]Br and its biotinylated congener [CoBr(appy)-Biot]Br 
with its biotin anchor (blue) for the localization within 
streptavidin.  

We were able to obtain a crystal structure with the 
incorporated catalyst in a K121A mutation (Fig. 2). 
The residues S112 and K121 that lay in close 
proximity of the metal cofactor are known to show 
impact on catalysis. 

 
Fig. 2 Close-up view of the active site in the crystal 
structure of complex [CoH2O(appy)-Biot] • Sav-K121A. 
The protein is displayed as surface and cartoon model 
and the cofactor as stick model. The orange sphere 
indicates a cobalt, the magenta stick a water molecule 
and the four monomers are displayed in different colours.  
 
To compare the activity of the Co-precursor 
[CoBr(appy)-OH]Br and its biotinylated analogue 
[CoBr(appy)-Biot]Br, argon-flushed, buffered (pH = 
5) aqueous solutions were charged with 5 µM 
catalyst, 1 M AscOH (sacrificial electron donor), 100 
µM [Ru(bpy)3]Cl2 (photosensitizer) and were 
irradiated with a LED (453 nm). With no Sav 
present, both [CoBr(appy)-Biot]Br (black trace) and 
[CoBr(appy)-OH]Br (blue trace) display similar 
turnover numbers after 6.5 hours (Figure 3). 
Addition of SavWT (10 µM free biotin binding sites) 
did not impact the activity of [CoBr(appy)-OH]Br 
(grey trace). In contrast, the biotinylated HEC, 
bound to SavWT (green trace), displayed a 
significant decrease in activity highlighting the 
impact of second coordination sphere interactions 
on its hydrogenase activity.  
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Fig. 3 Hydrogen evolution profile of the parent and the 
biotinylated complex with and without Sav: [CoBr(appy)-
OH]Br (black trace), [CoBr(appy)-OH]Br with Sav WT 
(grey trace), [CoBr(appy)-Biot]Br (blue trace) and 
[CoBr(appy)-Biot]Br with Sav WT (green trace). 

Then, we explored the impact of the second 
coordination sphere of Sav by screening a library of 
Sav single point mutants in positions S112 and K121. 
As displayed in figure 4, substitution of the serine 
residue S112 by either an Asp (Sav S112D, light 
green trace) or a Arg (Sav S112R, turquoise trace) 
lead to an increase in TON compared to SavWT 
(green trace).  

 

Fig. 4 Genetic optimization of the hydrogenase activity for 
[CoBr(appy)-Biot]Br in the presence of a variety of Sav 
mutants: no protein (blue trace), SavWT (green trace), 
Sav S112D (light green trace) Sav S112R (turquoise trace), 
Sav S112K (red trace), Sav S112AK121A (yellow trace) and 
Sav K121W (orange trace). 

We speculate that this might be due to the presence 
of close lying aminoacids capable of acting as a 
proton relay, potentially facilitating outer-sphere 
protonation of the Co-H species, as suggested in 
related studies. This was confirmed by the improved 
activity of the S112K mutant (Ser → Lys) which 
displays the highest activity (red trace). To further 
investigate the critical role of residues capable of 
donating protons in the proximity of the Co–H 
moiety, the double mutant Sav S112AK121A, in 
which both the naturally occurring serine and lysine 
at position S112 and K121 were mutated to alanine, 
displays a marked decrease in activity (yellow trace). 
Replacement of the lysine by tryptophan (Sav 
K121W) shows an even higher erosion in activity 
(orange trace). 

Not only the turnovers are higher when the lysines 
were present, but also the rates increased, upon 
screening at different pHs (Fig. 5). 

 

Fig. 5 Maximum dihydrogen production rates determined 
as a function of pH for [CoBr(appy)-OH]Br (black 
triangles) and [CoBr(appy)-Biot]Br • Sav S112K (red 
triangles), [CoBr(appy)-Biot]Br • Sav WT (green 
triangles), [CoBr(appy)-Biot]Br • Sav K121W (orange 
squares) and [CoBr(appy)-Biot]Br (blue triangles). The 
pH values were screened in buffered solutions. 

At pH 4 and pH 5 [CoBr(appy)-OH]Br displays 
higher maximal rates than the biotinylated form 
[CoBr(appy)-Biot]Br either inside or outside the Sav 
S112K. Increasing the pH above 5.0, leads to an 
inversion in trend: at pH 5.7 the [CoBr(appy)-
Biot]Br • Sav S112K displays the highest rates and 
turnover numbers. At pH values between 6 and 7.5 
the dihydrogen production rates follow the following 
order: [CoBr(appy)-Biot]Br • Sav S112K > 
[CoBr(appy)-Biot]Br > [CoBr(appy)-OH]Br . 

Conclusion and Outlook 

We could demonstrate that incorporation of a 
biotinylated, molecular hydrogen evolution catalyst 
into the streptavidin mutant S112K as a protein 
scaffold effects its activity in a positive way. The 
nanocatalyst embedded within the protein not only 
showed higher turnovers at specific pH values but 
also higher maximum rates.  
These findings suggest that such biohybrid 
nanofactories may readily be optimized by genetic 
means. Future studies will focus on applying 
directed evolution optimization schemes to improve 
the hydrogenase activity.  
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Introduction 

Splitting water into O2 and H2 using sunlight as an 
energy source offers an attractive means to address 
the World’s growing need for energy. Renewable, 
clean energies including solar, wind- or 
hydroelectric-power plants are widely produced but 
generate electric energy, whose storage is 
challenging. A more economical way to store energy 
is within chemical bonds. It is desirable to produce 
an energy carrier that can be liquefied or 
transported as a gas. Hydrogen gas can be produced 
by a multitude of ways on an industrial scale, yet 
most of them rely on carbon sources, precious metal 
catalysts and are not energy efficient. Nature 
provides us with highly specialized enzymes known 
as hydrogenases [1]. These natural enzymes can be 
found in a variety of bacterial and archaeal 
organisms, where they discharge reducing 
equivalents in the form of H2 or oxidize H2 in 
reactions that require a reductant. These enzymes 
operate without the need of a high over-potential, at 
high reaction rates (1,500 – 20,000 turnovers per 
second) and under physiological conditions at pH 7 
and 37°C in water. These hydrogenases are highly 
evolved, and contain specialized proton, dihydrogen 
and electron channels to deliver the substrates and 
extract the product. Most importantly these natural 
hydrogenases rely on earth-abundant metals (i.e. Ni 
and Fe), but require complex maturation 
machineries to assemble and display modest 
stabilities under non-physiological conditions. 
Furthermore, their oxygen sensitivity and 
production costs call for the development of 
artificial hydrogenases. There are many small 
molecule catalysts reported that mimic the catalytic 
center of hydrogenases, yet these catalysts hardly 
achieve the efficiency of hydrogenases. Thus, an 
incorporation into a protein scaffold could increase 
the efficiency of those small molecule catalysts. One 
possible way to incorporate a small molecule 
hydrogenase mimic into a protein is the biotin-
streptavidin technology [2]. In the past decade, this 
technology has found widespread use for the 
assembly of artificial metalloenzymes (ArM) [3]. 
Streptavidin (Sav) is a remarkably stable and 
versatile homotetrameric protein (4 x 159 amino 
acids, ca. 65 kDa). Each of the four monomers can 
bind one equivalent of biotin with a supramolecular 
binding affinity of ca. 1013 M-1, thus representing one 
of the strongest non-covalent bonds in nature. This 
feature offers the possibility to anchor an abiotic 
cofactor within a protein environment to create 
artificial metalloenzymes. We set out to incorporate 
a small molecule, Co-based hydrogen-evolution 
catalyst [CoBr(appy)-OH]Br that was biotinylated to 
[CoBr(appy)-Biot]Br into the protein (Fig. 1) [4].  

 

Fig. 1 Co-based hydrogen evolution catalyst [CoBr(appy)-
OH]Br and its biotinylated congener [CoBr(appy)-Biot]Br 
with its biotin anchor (blue) for the localization within 
streptavidin.  

We were able to obtain a crystal structure with the 
incorporated catalyst in a K121A mutation (Fig. 2). 
The residues S112 and K121 that lay in close 
proximity of the metal cofactor are known to show 
impact on catalysis. 

 
Fig. 2 Close-up view of the active site in the crystal 
structure of complex [CoH2O(appy)-Biot] • Sav-K121A. 
The protein is displayed as surface and cartoon model 
and the cofactor as stick model. The orange sphere 
indicates a cobalt, the magenta stick a water molecule 
and the four monomers are displayed in different colours.  
 
To compare the activity of the Co-precursor 
[CoBr(appy)-OH]Br and its biotinylated analogue 
[CoBr(appy)-Biot]Br, argon-flushed, buffered (pH = 
5) aqueous solutions were charged with 5 µM 
catalyst, 1 M AscOH (sacrificial electron donor), 100 
µM [Ru(bpy)3]Cl2 (photosensitizer) and were 
irradiated with a LED (453 nm). With no Sav 
present, both [CoBr(appy)-Biot]Br (black trace) and 
[CoBr(appy)-OH]Br (blue trace) display similar 
turnover numbers after 6.5 hours (Figure 3). 
Addition of SavWT (10 µM free biotin binding sites) 
did not impact the activity of [CoBr(appy)-OH]Br 
(grey trace). In contrast, the biotinylated HEC, 
bound to SavWT (green trace), displayed a 
significant decrease in activity highlighting the 
impact of second coordination sphere interactions 
on its hydrogenase activity.  
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Fig. 3 Hydrogen evolution profile of the parent and the 
biotinylated complex with and without Sav: [CoBr(appy)-
OH]Br (black trace), [CoBr(appy)-OH]Br with Sav WT 
(grey trace), [CoBr(appy)-Biot]Br (blue trace) and 
[CoBr(appy)-Biot]Br with Sav WT (green trace). 

Then, we explored the impact of the second 
coordination sphere of Sav by screening a library of 
Sav single point mutants in positions S112 and K121. 
As displayed in figure 4, substitution of the serine 
residue S112 by either an Asp (Sav S112D, light 
green trace) or a Arg (Sav S112R, turquoise trace) 
lead to an increase in TON compared to SavWT 
(green trace).  

 

Fig. 4 Genetic optimization of the hydrogenase activity for 
[CoBr(appy)-Biot]Br in the presence of a variety of Sav 
mutants: no protein (blue trace), SavWT (green trace), 
Sav S112D (light green trace) Sav S112R (turquoise trace), 
Sav S112K (red trace), Sav S112AK121A (yellow trace) and 
Sav K121W (orange trace). 

We speculate that this might be due to the presence 
of close lying aminoacids capable of acting as a 
proton relay, potentially facilitating outer-sphere 
protonation of the Co-H species, as suggested in 
related studies. This was confirmed by the improved 
activity of the S112K mutant (Ser → Lys) which 
displays the highest activity (red trace). To further 
investigate the critical role of residues capable of 
donating protons in the proximity of the Co–H 
moiety, the double mutant Sav S112AK121A, in 
which both the naturally occurring serine and lysine 
at position S112 and K121 were mutated to alanine, 
displays a marked decrease in activity (yellow trace). 
Replacement of the lysine by tryptophan (Sav 
K121W) shows an even higher erosion in activity 
(orange trace). 

Not only the turnovers are higher when the lysines 
were present, but also the rates increased, upon 
screening at different pHs (Fig. 5). 

 

Fig. 5 Maximum dihydrogen production rates determined 
as a function of pH for [CoBr(appy)-OH]Br (black 
triangles) and [CoBr(appy)-Biot]Br • Sav S112K (red 
triangles), [CoBr(appy)-Biot]Br • Sav WT (green 
triangles), [CoBr(appy)-Biot]Br • Sav K121W (orange 
squares) and [CoBr(appy)-Biot]Br (blue triangles). The 
pH values were screened in buffered solutions. 

At pH 4 and pH 5 [CoBr(appy)-OH]Br displays 
higher maximal rates than the biotinylated form 
[CoBr(appy)-Biot]Br either inside or outside the Sav 
S112K. Increasing the pH above 5.0, leads to an 
inversion in trend: at pH 5.7 the [CoBr(appy)-
Biot]Br • Sav S112K displays the highest rates and 
turnover numbers. At pH values between 6 and 7.5 
the dihydrogen production rates follow the following 
order: [CoBr(appy)-Biot]Br • Sav S112K > 
[CoBr(appy)-Biot]Br > [CoBr(appy)-OH]Br . 

Conclusion and Outlook 

We could demonstrate that incorporation of a 
biotinylated, molecular hydrogen evolution catalyst 
into the streptavidin mutant S112K as a protein 
scaffold effects its activity in a positive way. The 
nanocatalyst embedded within the protein not only 
showed higher turnovers at specific pH values but 
also higher maximum rates.  
These findings suggest that such biohybrid 
nanofactories may readily be optimized by genetic 
means. Future studies will focus on applying 
directed evolution optimization schemes to improve 
the hydrogenase activity.  
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Introduction 

Under typical laboratory conditions, studying the 
behaviour of a single atom would be next to 
impossible. At room temperature, particles move at 
hundreds of metres per second and constantly 
exchange energy with their surroundings, 
randomising their trajectory and making them 
difficult to locate amongst the vast number of other 
particles present. Under these circumstances, 
determining the precise mechanism of a chemical 
reaction or producing the desired quantum states 
required for applications in quantum computation is 
a big challenge. 

The solution is to remove all the unwanted atoms 
and molecules, trap the particle of interest in a small 
region of space, and reduce their energy as far as 
possible. The first step is done by performing 
experiments in an ultra-high vacuum generated 
using a combination of mechanical and chemical 
pumps, while the motion of the particle can be 
slowed by exploiting laser- and advanced cooling 
techniques. Trapping particles requires different 
methods depending on the nature of the particle. 
Neutral atoms may be confined using magnetic 
fields, while for charged particles (ions) electric 
fields are used to control their motion. 

A far greater range of experiments can be carried 
out when different types of particles are trapped 
together. “Hybrid” traps combining different 
trapping technologies have previously been 
demonstrated [1], allowing for ions and atoms to 
interact under controlled conditions. These 
macroscopic devices, however, are limited in terms 
of the degree of control over the particles that can be 
achieved.  Miniaturisation of the hybrid trap would 
allow for more precise manipulation of the particles, 
and chip-based architectures for the separate 
trapping of ions or atoms have been shown to be 
highly effective at providing this control.  

In this report, we present an overview of the 
development of a hybrid ion-atom chip trap 
designed to enable experiments to be performed on 
small ensembles of ultracold calcium ions and 
rubidium atoms, confined by precisely shaped 
electromagnetic fields and cooled to temperatures a 
fraction of a degree above absolute zero. This device 
offers a flexible platform for studying the 
fundamental interactions of charged and uncharged 
particles underpinning elementary chemical 
reactions [1] and a route to novel hybrid quantum 
systems. Furthermore, we also present recent 
developments in our analytical theory for describing 
the statistical mechanics of an ion interacting with a 
cloud of ultracold atoms, allowing for more precise 
control and interpretation of experiments carried 
out using the chip [2, 3].  

Construction of the hybrid chip 

Charged particles are confined through a 
combination of static and time-varying electric 
potentials, which in the case of the hybrid chip are 
generated by applying voltages to the gold-plated 
electrodes forming the upper layer. These electrodes 
are formed by the evaporation of gold onto a 
ceramic wafer and were produced in collaboration 
with CSEM and FHNW. Electrical connections to 
the electrodes are established by wirebonding these 
to a printed circuit board (PCB), which additionally 
contains a series of wires designed to produce the 
magnetic fields required to trap neutral atoms. By 
changing the current passing through each wire, the 
resulting magnetic fields can be precisely shaped in 
order to produce a variety of trapping potentials.  

 

Fig. 1 A photograph of the completed hybrid chip. The 
gold electrodes produce electric fields for trapping 
charged particles, while the wires on the printed circuit 
board generate magnetic fields for the control of neutral 
atoms. 

The neutral atoms must be initially cooled before 
they have a sufficiently low energy to be trapped by 
the magnetic fields generated by the chip. For this 
purpose, a copper U-bar is integrated into a heat 
sink below the PCB. By combining the magnetic 
field generated by current flowing through this U-
bar with laser light reflected from the surface of the 
chip, a magneto-optical trap (MOT) is formed 
allowing for the capture of rubidium atoms from 
background vapour. Once these have been 
sufficiently cooled, they are transferred to a second 
MOT generated by the chip wires and are then 
compressed into a smaller trap to undergo 
evaporative cooling in order to reach even lower 
temperatures. The atoms are then transported to the 
location of the calcium ions via a moving magnetic 
“conveyer belt” potential so that the two species can 
interact. 
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An additional benefit of the miniaturised trap 
compared to previous macroscopic versions is that it 
is directly integrated into the vacuum chamber as 
one of the walls, greatly reducing the overall volume 
that needs to be pumped to produce the ultra-high 
vacuum conditions necessary for trapping particles. 
For this purpose, a fused silica cuvette was glued 
onto the hybrid chip using vacuum compatible 
epoxy. The result is a compact vapour cell which 
requires only a small, vibration-free ion pump to 
maintain vacuum during operation of the chip, 
eliminating the vibrations or chemical 
contamination associated with the pumps required 
to produce vacuum in larger systems. Furthermore, 
this setup provides a high degree of optical access 
for the lasers required to cool the atoms and also 
enables imaging of the trapped particles from a wide 
range of angles. 

 

Fig. 2 The hybrid chip attached to a 3cm x 3cm fused silica 
cell forming a vacuum chamber for experiments. The 
copper block contains a water-cooling channel and a 
structure for generating the magnetic field for the initial 
magneto-optical trap. 

Non-equilibrium thermodynamics 

The laws of thermodynamics and everyday 
experiences tell us that bringing a hot object into 
contact with a cold one results in their temperatures 
equalising. It could therefore be expected that when 
ions and atoms are trapped together, they exchange 
energy and reach the same temperature. However, 
as a side effect of the time-varying electric fields 
used to confine ions in the trap, it becomes possible 
for the ion’s energy to be significantly increased 
during a collision, preventing the establishment of 
thermal equilibrium. We have previously studied 
this effect and developed an analytical framework to 
predict the degree to which this will occur for a 
single ion interacting with cold atoms [2,3]. 
Recently, we have extended this treatment to take 

into account the influence of electric fields in 
addition to those used for trapping, which are 
present in the majority of experiments.  Our results 
indicate that the presence of electric fields much 
weaker than those used to trap the ion may result in 
a substantial deviation from thermal statistics. 
Understanding these processes and their impact on 
the energy of the ion is vital for planning and 
correctly interpreting the experiments. Moreover, 
our formalism forms the basis of a deterministic 
control of the system to deliberately engineer states 
with non-thermal energy distributions.  

 

 

Fig. 3 Double-logarithmic plot of the energy distribution 
of an ion interacting with an ultracold buffer gas in the 
presence of a static uniform electric field (red) and in the 
absence of this field (blue). The solid lines indicate the 
predicted distributions, while the black dotted line gives 
the distribution at thermal equilibrium. 

Outlook 

Currently, the optical system required to laser cool 
the ions and atoms is being set up and optimised, 
and once this is complete experiments can begin. A 
first test of the system will be the generation of a 
magneto-optical trap using the atom chip to shape 
the resulting cloud and measure the influence this 
has on the energy of a simultaneously trapped ion. 
Subsequently, the atom chip will be used to produce 
a Bose-Einstein condensate to investigate ion-
neutral reactions in the quantum regime 
inaccessible to standard experiments.  
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vacuum conditions necessary for trapping particles. 
For this purpose, a fused silica cuvette was glued 
onto the hybrid chip using vacuum compatible 
epoxy. The result is a compact vapour cell which 
requires only a small, vibration-free ion pump to 
maintain vacuum during operation of the chip, 
eliminating the vibrations or chemical 
contamination associated with the pumps required 
to produce vacuum in larger systems. Furthermore, 
this setup provides a high degree of optical access 
for the lasers required to cool the atoms and also 
enables imaging of the trapped particles from a wide 
range of angles. 

 

Fig. 2 The hybrid chip attached to a 3cm x 3cm fused silica 
cell forming a vacuum chamber for experiments. The 
copper block contains a water-cooling channel and a 
structure for generating the magnetic field for the initial 
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as a side effect of the time-varying electric fields 
used to confine ions in the trap, it becomes possible 
for the ion’s energy to be significantly increased 
during a collision, preventing the establishment of 
thermal equilibrium. We have previously studied 
this effect and developed an analytical framework to 
predict the degree to which this will occur for a 
single ion interacting with cold atoms [2,3]. 
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addition to those used for trapping, which are 
present in the majority of experiments.  Our results 
indicate that the presence of electric fields much 
weaker than those used to trap the ion may result in 
a substantial deviation from thermal statistics. 
Understanding these processes and their impact on 
the energy of the ion is vital for planning and 
correctly interpreting the experiments. Moreover, 
our formalism forms the basis of a deterministic 
control of the system to deliberately engineer states 
with non-thermal energy distributions.  
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of an ion interacting with an ultracold buffer gas in the 
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absence of this field (blue). The solid lines indicate the 
predicted distributions, while the black dotted line gives 
the distribution at thermal equilibrium. 
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Currently, the optical system required to laser cool 
the ions and atoms is being set up and optimised, 
and once this is complete experiments can begin. A 
first test of the system will be the generation of a 
magneto-optical trap using the atom chip to shape 
the resulting cloud and measure the influence this 
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Introduction  

Ultralow temperatures can be key to novel quantum 
states of matter such as helical nuclear/electron spin 
phases [1], or fragile fractional quantum Hall states. 
In addition, the coherence of semiconductor and 
superconducting qubits as well as hybrid Majorana 
devices could benefit from lower temperatures. With 
this motivation in mind, we built a parallel network 
of 16 nuclear refrigerators (NR) to adapt the very 
well established cooling technique of adiabatic 
nuclear demagnetization (AND) for electronic 
transport experiments. We have tested the 
performance using metallic coulomb blockade 
thermometers (CBT). The device consists of an array 
of AlOx tunnel junctions, separated by large metallic 
islands, consisting mainly of Copper and thus 
offering a large reservoir of nuclear spins available 
for demagnetization. The sample, mounted inside a 
Cu-box (Faraday cage) is placed onto a NR and 
demagnetized together with its leads (on-and-off 
chip cooling). The present approach is quite efficient 
and allows us to lower the device temperature by a 
factor of 8.6 from 24mK down to 2.8±0.1mK [2], 
thereby reducing the lowest reported electron 
temperature in a solid state device [3]. The CBT 
project is done in collaboration with the group of 
Jukka Pekola in Helsinki. 
	
CBT thermometer 

The CBT is fabricated by a two-angle shadow mask 
evaporation technique and consists of an array of 
tunnel junctions with large metallic islands in 
between (0.26mm*0.81mm). The first layer consists 
of (Al). After in-situ oxidation, a second Al layer is 
evaporated under different tilt angle, followed by a 
thick Cu layer (same geometry and tilt angle). At 
overlapping regions small, 1mm2 sized tunnel 
junctions are formed. 

The small size of the junctions gives raise to 
coulomb blockade effects, such that the device 
conductance is suppressed around zero bias (Fig.1a). 
Both, the width and the depth of the dip are 
temperature dependent.  While using the depth of 
the dip as a thermometer requires pre-calibration, 
the width can in principle be used as a primary 
thermometer (in absence of joule heating). 
However, in particular at low temperatures 
overheating can no longer be neglected, as 
illustrated in figure 1a. Here the conductance 
measured while staying a zero bias (blue dot) is 
clearly lower than the minimum obtained from the 
bias sweep at the same temperature (dark blue 
trace). Therefore, the CBT is operated in secondary 
mode in the following.  

The required for the secondary mode thermometer 
is shown in the inset of figure 1b, where the relative 
conductance dip size dg is recorded as a function of 
refrigerator temperature. A fit to Eq.1 [4] in the high 
temperature regime (TCu>30 mK) delivers the 
charging energy EC=6.5 mK as the only free fitting 
parameter. 
 
                      dg=u/6-u2/60+u3/630  																											(1)	
 
Here, u=EC/kBTCBT, where kB is the Boltzmann 
constant and TCBT the CBT electron temperature. 
Given the charging energy, the measured dg may be 
converted to electronic temperature for the whole 
temperature regime (Fig. 1b). 
	

 
Fig. 1 Panel (a): Bias sweeps at various refrigerator 
temperatures as labeled. The conductance g0 is obtained 
while remaining at zero bias at 7 mK. Panel (b): The 
relative conductance dip size is shown in the inset as a 
function of the Cu plate temperature TCu. A fit, performed 
in the well thermalized high temperature regime (Cu plate 
temperature TCu>30 mK), delivers the charging energy as 
only free parameter. The corresponding CBT temperature 
TCBT is shown in the main panel as a function of TCu.  

Adiabatic Nuclear Demagnetization  

The magnetic cooling comprises three steps, shown 
in figure 2. First, the external magnetic field is 
increased to its initial value Bi=9T (aligned in the 
plane of the sample), thereby producing a large 
amount of heat of magnetization that has to be 
drained by the mixing chamber. The evolution of 
various temperatures during the 3 days long 
precooling process is shown in figure 2a. The Cu 
plate temperature TCu»10mK closely approaches the 
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mixing chamber temperature TMC, giving a nuclear 
spin polarization of »40%. The CBT on the other 
hand saturates at much higher temperatures 
TCBT»24mK (17% polarization), indicating a 
significant heat leak onto the device and weak 
thermal coupling the Cu plate. 

In the second step, shown in figure 2b, NRs and the 
CBT are thermally decoupled from the mixing 
chamber by means of superconducting Al heat 
switches (controlled with a small external magnet). 
Then magnetic field is slowly (adiabatically) reduced 
to a final value of Bf = 0.375, thereby reducing the 
nuclear spin temperature by the same fraction as the 
reduction in field for an ideal process. The efficiency 
ξ can then be expressed as the deviation from 
adiabaticity, ξ=(Ti/Tf)/(Bi/Bf). The process runs 
almost ideal for the Cu plates (ξ>0.9) giving a final 
temperature of TCu=0.4 mK. Despite a reduced 
efficiency for the CBT (ξ»0.35), we obtain a 
significant reduction in TCBT by a factor of 8.6, 
lowering the device temperature from 24mK to a 
record low temperature of 2.8±0.1mK.  

In the last step, the warm up of the device is 
monitored. The CBT is observed to warm up 
immediately while the Cu plates are still cold, 
indicating good thermal decoupling and a limited 
spin reservoir within the CBT. Furthermore, the 
CBT does not recover its low temperature after 
performing a bias sweep after AND (not shown). 
These observations indicate that the CBT is 
demagnetized directly. The system remains below 
3mK for roughly one hour, thus offering plenty of 
cold time for low temperature experiments. 

Finally develop a simple thermal model, where the 
CBT carries the nuclear specific heat and the 
thermal subsystems (electrons, nuclei and phonons) 
are assumed to be in thermal equilibrium. The CBT 
is weakly coupled to the Cu plates and a parasitic 
heat to the CBT is introduced to subsume e.g. 
electronic noise or pulse tube heating (pulse tube 
seen in FFT of the current noise across the CBT). 
The model is able to qualitatively capture all three 
stages of the AND process. 

In conclusion, we successfully implemented an AND 
system on a cryogen-free system with high efficiency 
and good performance. Metallic coulomb blockade 
thermometers were mounted onto a nuclear 
refrigerator and cooled directly by means of AND 
(on-and-off chip cooling). This allowed us to reduce 
their temperature by a factor of 8.6 from 24mK 
down to a record low electron temperature of 
2.8±0.1mK. The system is limited by eddie current 
heating induced by the pulse tube vibrations of the 
cryo-free dilution refrigerator. First attempts to 
reduce the vibrations by rigidly fixing the NR to the 
mixing chamber and still shield already showed 
improvements, lowering TCBT to 1.8mK. With 
improved decoupling, the micro Kelvin regime in 
nano electronics should be within reach.  

	
Fig. 2 Panel (a): Evolution of the CBT temperature TCBT 
and the Cu plate temperature TCu during the precooling,  
the adiabatic nuclear demagnetization, and the 
subsequent warm up process are shown in panels (a), (b), 
and (c), respectively. Dashed black lines in all panels 
result from a thermal model that is schematically shown 
in the inset of panel (a). The Cu plate temperature is 
obtained from a magnetic field fluctuation thermometer 
that measures the thermal currents inside an annealed 
silver wire.  
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conductance is suppressed around zero bias (Fig.1a). 
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temperature dependent.  While using the depth of 
the dip as a thermometer requires pre-calibration, 
the width can in principle be used as a primary 
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only free parameter. The corresponding CBT temperature 
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increased to its initial value Bi=9T (aligned in the 
plane of the sample), thereby producing a large 
amount of heat of magnetization that has to be 
drained by the mixing chamber. The evolution of 
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mixing chamber temperature TMC, giving a nuclear 
spin polarization of »40%. The CBT on the other 
hand saturates at much higher temperatures 
TCBT»24mK (17% polarization), indicating a 
significant heat leak onto the device and weak 
thermal coupling the Cu plate. 

In the second step, shown in figure 2b, NRs and the 
CBT are thermally decoupled from the mixing 
chamber by means of superconducting Al heat 
switches (controlled with a small external magnet). 
Then magnetic field is slowly (adiabatically) reduced 
to a final value of Bf = 0.375, thereby reducing the 
nuclear spin temperature by the same fraction as the 
reduction in field for an ideal process. The efficiency 
ξ can then be expressed as the deviation from 
adiabaticity, ξ=(Ti/Tf)/(Bi/Bf). The process runs 
almost ideal for the Cu plates (ξ>0.9) giving a final 
temperature of TCu=0.4 mK. Despite a reduced 
efficiency for the CBT (ξ»0.35), we obtain a 
significant reduction in TCBT by a factor of 8.6, 
lowering the device temperature from 24mK to a 
record low temperature of 2.8±0.1mK.  

In the last step, the warm up of the device is 
monitored. The CBT is observed to warm up 
immediately while the Cu plates are still cold, 
indicating good thermal decoupling and a limited 
spin reservoir within the CBT. Furthermore, the 
CBT does not recover its low temperature after 
performing a bias sweep after AND (not shown). 
These observations indicate that the CBT is 
demagnetized directly. The system remains below 
3mK for roughly one hour, thus offering plenty of 
cold time for low temperature experiments. 

Finally develop a simple thermal model, where the 
CBT carries the nuclear specific heat and the 
thermal subsystems (electrons, nuclei and phonons) 
are assumed to be in thermal equilibrium. The CBT 
is weakly coupled to the Cu plates and a parasitic 
heat to the CBT is introduced to subsume e.g. 
electronic noise or pulse tube heating (pulse tube 
seen in FFT of the current noise across the CBT). 
The model is able to qualitatively capture all three 
stages of the AND process. 

In conclusion, we successfully implemented an AND 
system on a cryogen-free system with high efficiency 
and good performance. Metallic coulomb blockade 
thermometers were mounted onto a nuclear 
refrigerator and cooled directly by means of AND 
(on-and-off chip cooling). This allowed us to reduce 
their temperature by a factor of 8.6 from 24mK 
down to a record low electron temperature of 
2.8±0.1mK. The system is limited by eddie current 
heating induced by the pulse tube vibrations of the 
cryo-free dilution refrigerator. First attempts to 
reduce the vibrations by rigidly fixing the NR to the 
mixing chamber and still shield already showed 
improvements, lowering TCBT to 1.8mK. With 
improved decoupling, the micro Kelvin regime in 
nano electronics should be within reach.  

	
Fig. 2 Panel (a): Evolution of the CBT temperature TCBT 
and the Cu plate temperature TCu during the precooling,  
the adiabatic nuclear demagnetization, and the 
subsequent warm up process are shown in panels (a), (b), 
and (c), respectively. Dashed black lines in all panels 
result from a thermal model that is schematically shown 
in the inset of panel (a). The Cu plate temperature is 
obtained from a magnetic field fluctuation thermometer 
that measures the thermal currents inside an annealed 
silver wire.  
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Fig. 2 (a) - z-V curve on Bi2Te3. Steps represent image 
potential states (>5V) of the crystal that are measured 
above the surface, (b) - image potential states (first 
derivative) measured together with AFM energy 
dissipation peaks at moderate tip – sample distance. The 
position of image states and dissipation peaks perfectly 
matches, (c) – AFM energy dissipation peaks observed at 
far tip sample distances as a function of tip – sample 
voltage and distance. 

Dissipation on Bi2Te3 for varying B-Field 

We performed energy dissipation measurements 
under external magnetic field from 0-0.8T and 
oriented perpendicularly to the sample surface. The 
cantilever tip was positioned 5nm above the surface 
and dissipation peaks were measured while 
sweeping the sample voltage. Dissipation maxima 
are shifted and suppressed as the magnetic field 
increases. Moreover, we observed the rise of overall 
dissipation plateaus even for tip-sample voltage 
equal to zero (Fig. 3a). The overall rise of dissipation 
vs. magnetic field follows a parabolic dependence as 

expected from Joule dissipation being proportional 
to the magnetoresistance of the sample, which 
under external magnetic field according to Kohler's 
rule is proportional to square of the magnetic field 
(Fig. 3b). The onset of dissipation above 200mT and 
deviation from parabolic behavior for small 
magnetic fields might suggests that eh AFM 
cantilever is sensitive to the effect of weak anti-
localization – the unique property of the topological 
matter.  
 

 
 
Fig. 3 (a) - Dissipation - bias curves for different external 
magnetic fields at a constant distance z=5nm from the 
surface.   Overall dissipation rises versus magnetic field, 
(b) – the relative energy dissipation for U=0V bias 
voltage vs. magnetic field. The behavior of energy 
dissipation follows a parabolic dependence, suggesting 
strong relation to magnetoresistance of Bi2Te3, and 
therefore confirms the Joule loses as a main dissipation 
channel. 
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Current status of the research 

Bodies in relative motion separated by few 
nanometers of vacuum experience a tiny friction 
force [1]. Such non-contact form of friction can be 
measured by highly sensitive cantilever oscillating 
like a pendulum over the surface. The established, 
“conventional” forms of energy dissipation are 
phononic friction where tip energy is lost to the 
creation of surface acoustic phonons and Joule 
dissipation where the oscillating tip provokes the 
local electric current [2]. Topological insulators (TI), 
offer a promising playground to observe exotic 
physical phenomena, such as Majorana fermion 
bounded states or magnetic monopoles [3]. 
Although electronic properties along with defect 
formation and TIs behavior of these systems have 
been studied [3], there is a poor understanding of 
these systems. Our aim is to understand the 
frictional response of Bi2Te3 in both the TI phase as 
well as when the TI phase is suppressed in an 
external magnetic field. 
 

 

Fig. 1 STM image with atomic resolution (top) and dI/dV 
curve with a PtIr tip (bottom). The dI/dV curve was 
obtained by numerical derivation of the I/V curve 
measured in STS. The dI/dV spectroscopy shows the Dirac 
cone localized at V=-0.1V. 
 
 
 
 

Here, we studied the surface of the most standard 
TI, namely Bi2Te3 – by means of the pendulum 
STM/AFM. The atomically flat surface of Bi2Te3 is 
shown in figure 1 together with STS spectrum 
showing a Dirac cone. Moreover, STM measure-
ments demonstrate Rydberg series of image 
potential states extended few nanometers above the 
surface, and AFM data show dissipation peaks. The 
rise of energy dissipation is the subject of our work. 
We claim that the peaks are related to the 
enhancement of Joule dissipation due to the 
presence of quantum confined states. All the 
measurements were done at 5K and the same ATEC-
NcAu cantilever (k=58 N/m) was used for STM 
spectroscopy and AFM dissipation measurements. 
 
Image states/dissipation peaks on Bi2Te3 surface 

Measurement of image states by means of Scanning 
tunneling spectroscopy (STS) were first reported in 
1985 and helped to understand the chemical nature 
of the surface [4]. Here, STS data were acquired on 
Bi2Te3 surface. The STM tip is approached to the 
surface in constant current mode and gets retracted 
by STM feedback while sweeping the bias voltage of 
the sample. The presence of image charge states 
manifests itself as a Rydberg series in the STS 
spectra (Fig. 2a). At the same sample spot, AFM 
oscillating tip sensed a series of dissipation peaks, 
which are voltage controlled rather than force 
controlled and thus confirm the electronic character 
of energy dissipation. Moreover, at very close tip-
sample distance dissipation maxima are positioned 
roughly at the same voltage as the image states (Fig 
2c). Conventional pendulum AFM operates at larger 
tip sample distances as compared to STM. 
Therefore, to further establish the link between 
image states (STM) and energy dissipation peaks 
(AFM) we performed simultaneous AFM/STM 
measurements. STS spectra were acquired by 
oscillating the AFM tip. This was possible only for 
extremely small oscillation amplitudes (A=30pm). 
This way we can also monitor the dissipation 
channel. We noticed that image potential quantum 
states perfectly correlate with the AFM dissipation 
peak (Fig 2b). Therefore, we claim that the energy 
dissipation maxima are due to enhancement of 
capacitive coupling of the tip and sample caused by 
the presence of localized quantum states. 
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Fig. 2 (a) - z-V curve on Bi2Te3. Steps represent image 
potential states (>5V) of the crystal that are measured 
above the surface, (b) - image potential states (first 
derivative) measured together with AFM energy 
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cantilever tip was positioned 5nm above the surface 
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sweeping the sample voltage. Dissipation maxima 
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increases. Moreover, we observed the rise of overall 
dissipation plateaus even for tip-sample voltage 
equal to zero (Fig. 3a). The overall rise of dissipation 
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to the magnetoresistance of the sample, which 
under external magnetic field according to Kohler's 
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(Fig. 3b). The onset of dissipation above 200mT and 
deviation from parabolic behavior for small 
magnetic fields might suggests that eh AFM 
cantilever is sensitive to the effect of weak anti-
localization – the unique property of the topological 
matter.  
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magnetic fields at a constant distance z=5nm from the 
surface.   Overall dissipation rises versus magnetic field, 
(b) – the relative energy dissipation for U=0V bias 
voltage vs. magnetic field. The behavior of energy 
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therefore confirms the Joule loses as a main dissipation 
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Introduction 

One of the most predominant features of live is that 
it is dynamic on various time and length scales. To 
visualize and understand these dynamic processes, 
techniques that allow for real time imaging of these 
structures are necessary. Studies of living organisms 
in its environment are often challenging due to 
several reasons: The sample needs to be kept in a 
sample–friendly environment, i.e., mostly some form 
of liquid media. Usually the sample cannot be fixed, 
therefore it is susceptible to imaging-induced 
damaging, and ideally the method should be label 
free and easy to use. For nanoscale structures, such a 
method is X-ray ptychography, where the chromatin 
oscillation of living fission yeast was visualized [1]. 
Larger sample structures are less demanding 
concerning the magnification and spatial resolution 
of the imaging technique, however, the need for good 
time resolution, a sample-friendly environment, 
label free techniques and as little imaging-induced 
damaging remains unchanged. 

Many bacteria undergo a transformation from 
swimmer cells to surface attached cells and finally 
forming biofilms. As biofilms are a source of bacterial 
infections and associated with bacterial resistance, 
methods to prevent biofilms are of great interest. In 
order to undergo the transition from a swimmer cell 
to an attached cell, the cell ultimately needs to be able 
to sense the surface and start a metabolic response to 
adhere and colonize the surface. Lately, it was shown 
that the flagellum, a propeller like organelle on the 
outside of the bacteria which is used for swimming, is 
also acting as a sense of touch, where the obstruction 
of the rotary motor leads to a metabolic response 
needed for surface attachment [2]. 

Most bacteria are also equipped with pili, which are 
dynamic hair like structures on the outside of the cell, 
involved in surface attachment and motility. Pili and 
flagellum are too small to be visualized in a light 
microscope without labeling. 

Here, we present a method to study the activity of pili 
and flagellum without labeling. We take advantage of 
the asymmetric cell cycle of C. crescentus and the fact 
that during the transition from a swimmer cell to an 
attached cell, the cell irreversibly attaches to a 
surface. The attached cell produces a fresh daughter 
cell with a flagellum and pili (Fig. 1A). We get the cell 
attached to a solid surface or a polystyrene bead and 
get it grown to its predivisional state. If the cell is 
attached to a bead, we record the displacement of the 
bead over time, either in optical tweezers or in 
microfluidic chambers. This allows us to directly 
assess the activity of the flagellum and the pili. 

Flagellum Activity of Predivisional Cells 

We found that the flagellum of the predivisional 
daughter cell is active several minutes before cell 
division. Moreover, two different states of 
predivisional flagellum activity are observed. In the 
first state, which lasts several minutes, the 
connection between mother and daughter cell is still 
strong because the rigid cell wall is not yet divided 
and the activity of the flagellum results in movement 
of the whole predivisional cell (Fig. 1B). In the second 
part, which lasts some seconds, the cell wall is 
separated and the connection between mother and 
daughter is loosened. The beating of the flagellum 
forces the daughter cell to rotate, while the mother 
remains nearly stable (Fig. 1C). We let the cells attach 
to different surfaces (Fig. 1D) and found that the 
duration of the described states does most likely not 
depend on the kind of object the cell is attached to. In 
our experiments, we could also observe that the 
flagellum of the predivisional cell alters the direction 
of rotation, as described for free swarmer cells.  
Depending on the rotation direction of the flagellum, 
the cell is either pulled (CCW rotation of flagellum 
and CW rotation of cell body) or pushed (inverted 
flagellum and body rotation) by the flagellum [3]. The 
switching frequency of the direction change is similar 
to the one reported for free swimming cells and did 
not change during the cell division process. 

Fig. 1 Characterization of the predivisional flagellum 
activity. A: Scheme of the cell division process. 1: Flagellum 
and pili are active in the predivisional daughter cell, the 
cell wall is still connected. 2: The cell wall divides and the 
daughter cell rotates freely around the mother. 3: Release 
of daughter cell. B: Duration of the flagellum induced 
movement when the cell wall between mother cell and 
daughter cell is still connected. The beating of the flagellum 
results in a movement of the total system. C: Duration of 
the flagellum induced movement when the cell wall is 
separated. Now, the daughter cell rotates around the 
mother. D: Scheme of different experimental systems. 1: 
Cell is attached to a free bead; the rotating flagellum 
causes the cell-bead to swim. 2: Cell is attached to a bead 
and hold by optical tweezers; the bead rotates in the trap 
when the flagellum is beating. 3: Cell is attached to a solid 
surface, the active flagellum causes bending of the whole 
cell.  
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Pili Activity of Predivisional Cells  

Cells without the ability to generate a flagellum got 
attached to 3 µm polystyrene beads and grown until 
they reached the predivisional state. The bead was 
then hold by optical tweezers and brought into close 
proximity to the surface of the device. We found that 
also the pili of the predivisional cell are highly 
dynamic. Whenever a pilus attaches to the surface 
and retracts, the bead shows a clear displacement 
from the center of the optical tweezers (Fig. 2A and 
2B). Analyzing the displacement of the bead (Fig. 
2B), we characterized the behavior of pili. A typical 
pilus attachment cycle consists of the following parts: 
1. Attachment, 2. Retraction, 3. Hold and 4. Release. 
The average force generated by a single pilus is (2.9 ± 
1.6) pN (Fig. 3C) and the average retraction speed is 
(144.3± 107.8) µm/s (Fig. 3D). Moreover, most pili 
attached for around 10 s and then got released. 
Because most cells are equipped with several pili, also 
several rounds of pili attachment and release events 
can be observed. 

Fig. 2 Characterization of pili activity on predivisional 
daughter cells. A: Sketch and bright field image of 
predivisional cell and bead before (1) and after (2) 
attachment and retraction of a pilus. B: Exemplary 
trajectory of bead displacement, showing two consecutive 
pili attachment cycles. C: Histogram of the maximal force 
generated by a single pilus when dragging the bead out of 
the center of the optical tweezers. D: Histogram of the 
retraction speed when the pilus is retracting and dragging 
the bead out of the center of the optical tweezers. 

Competition of Flagellum and Pili 

In the wild type, flagellum and pili are present and 
active at the same time. The flagellum acts as a 
propeller for the cell to explore new spaces and the 
pili act as anchors to attach the cell to surfaces.  
Whoever wins this competition predominantly 
determines the fate of the cell. Either the cell swims 
away after being released from the mother, or it is 
already attached to the surface even before released 
from the mother. We investigated whether the 
presence of an active flagellum has an antagonistic 
effect on the attachment duration of pili. We used the 
same set-up as described before to study the interplay 
between flagellum and pili. Figure 3A shows an 
exemplary trajectory of the bead when the cell has an 
active flagellum and pili. In orange, the trajectory of 
the bead when the flagellum is beating is shown. The 
flagellar beating results in a repetitive circular 
displacement. When a pilus reaches the surface and 
can attach, the circular motion of the bead is 
immediately stopped and the bead is stabilized 

(green part in Fig. 3A). As soon as the pilus is 
released, the circular motion of the bead is resumed. 
We found that the presence of a beating flagellum did 
not have an effect on the length of an average pili 
attachment and release cycle (Fig. 3B). From this we 
conclude that the beating flagellum is not capable of 
shortening the attachment behavior of a pilus. This 
means that the attachment force generated by a 
single pilus must be larger than the force generated 
by the flagellum.  

Fig. 3 Characterization of the competition between 
flagellum and pili. A: Exemplary trajectory of a cell that 
has an active flagellum and active pili. Orange: the 
flagellum is beating, causing a circular movement of the 
bead. In green: A pilus is attached to the surface, stopping 
the bead to further rotate and holding the bead in the same 
position for several seconds. When the pilus is released, the 
circular movement generated by the flagellum is 
reassumed. B: Duration of single pilus attachment cycle 
with (grey) and without beating flagellum (green) present. 

Conclusion 

In this work, we established an experimental 
approach for the characterization of pili and 
flagellum activity of C. crescentus in a high spatial 
and temporal resolution without labelling. We found 
that the flagellum of predivisional daughter cells 
starts beating several minutes before the cell is 
released and already shows the same switching 
frequency of the rotation direction as free-swimming 
swarmer cells. We can also observe the subsequent 
softening of the connection between the two cells and 
finally the division of the cells. In competition to the 
flagellum, pili are highly active in the predivisional 
daughter cell as well. The force generated by pili is in 
the lower pN range and higher than the force 
generated by the flagellum. We could not detect an 
impact of the active flagellum onto the attachment 
dynamics of pili.  
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flagellum are too small to be visualized in a light 
microscope without labeling. 

Here, we present a method to study the activity of pili 
and flagellum without labeling. We take advantage of 
the asymmetric cell cycle of C. crescentus and the fact 
that during the transition from a swimmer cell to an 
attached cell, the cell irreversibly attaches to a 
surface. The attached cell produces a fresh daughter 
cell with a flagellum and pili (Fig. 1A). We get the cell 
attached to a solid surface or a polystyrene bead and 
get it grown to its predivisional state. If the cell is 
attached to a bead, we record the displacement of the 
bead over time, either in optical tweezers or in 
microfluidic chambers. This allows us to directly 
assess the activity of the flagellum and the pili. 

Flagellum Activity of Predivisional Cells 

We found that the flagellum of the predivisional 
daughter cell is active several minutes before cell 
division. Moreover, two different states of 
predivisional flagellum activity are observed. In the 
first state, which lasts several minutes, the 
connection between mother and daughter cell is still 
strong because the rigid cell wall is not yet divided 
and the activity of the flagellum results in movement 
of the whole predivisional cell (Fig. 1B). In the second 
part, which lasts some seconds, the cell wall is 
separated and the connection between mother and 
daughter is loosened. The beating of the flagellum 
forces the daughter cell to rotate, while the mother 
remains nearly stable (Fig. 1C). We let the cells attach 
to different surfaces (Fig. 1D) and found that the 
duration of the described states does most likely not 
depend on the kind of object the cell is attached to. In 
our experiments, we could also observe that the 
flagellum of the predivisional cell alters the direction 
of rotation, as described for free swarmer cells.  
Depending on the rotation direction of the flagellum, 
the cell is either pulled (CCW rotation of flagellum 
and CW rotation of cell body) or pushed (inverted 
flagellum and body rotation) by the flagellum [3]. The 
switching frequency of the direction change is similar 
to the one reported for free swimming cells and did 
not change during the cell division process. 

Fig. 1 Characterization of the predivisional flagellum 
activity. A: Scheme of the cell division process. 1: Flagellum 
and pili are active in the predivisional daughter cell, the 
cell wall is still connected. 2: The cell wall divides and the 
daughter cell rotates freely around the mother. 3: Release 
of daughter cell. B: Duration of the flagellum induced 
movement when the cell wall between mother cell and 
daughter cell is still connected. The beating of the flagellum 
results in a movement of the total system. C: Duration of 
the flagellum induced movement when the cell wall is 
separated. Now, the daughter cell rotates around the 
mother. D: Scheme of different experimental systems. 1: 
Cell is attached to a free bead; the rotating flagellum 
causes the cell-bead to swim. 2: Cell is attached to a bead 
and hold by optical tweezers; the bead rotates in the trap 
when the flagellum is beating. 3: Cell is attached to a solid 
surface, the active flagellum causes bending of the whole 
cell.  
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Pili Activity of Predivisional Cells  

Cells without the ability to generate a flagellum got 
attached to 3 µm polystyrene beads and grown until 
they reached the predivisional state. The bead was 
then hold by optical tweezers and brought into close 
proximity to the surface of the device. We found that 
also the pili of the predivisional cell are highly 
dynamic. Whenever a pilus attaches to the surface 
and retracts, the bead shows a clear displacement 
from the center of the optical tweezers (Fig. 2A and 
2B). Analyzing the displacement of the bead (Fig. 
2B), we characterized the behavior of pili. A typical 
pilus attachment cycle consists of the following parts: 
1. Attachment, 2. Retraction, 3. Hold and 4. Release. 
The average force generated by a single pilus is (2.9 ± 
1.6) pN (Fig. 3C) and the average retraction speed is 
(144.3± 107.8) µm/s (Fig. 3D). Moreover, most pili 
attached for around 10 s and then got released. 
Because most cells are equipped with several pili, also 
several rounds of pili attachment and release events 
can be observed. 

Fig. 2 Characterization of pili activity on predivisional 
daughter cells. A: Sketch and bright field image of 
predivisional cell and bead before (1) and after (2) 
attachment and retraction of a pilus. B: Exemplary 
trajectory of bead displacement, showing two consecutive 
pili attachment cycles. C: Histogram of the maximal force 
generated by a single pilus when dragging the bead out of 
the center of the optical tweezers. D: Histogram of the 
retraction speed when the pilus is retracting and dragging 
the bead out of the center of the optical tweezers. 

Competition of Flagellum and Pili 

In the wild type, flagellum and pili are present and 
active at the same time. The flagellum acts as a 
propeller for the cell to explore new spaces and the 
pili act as anchors to attach the cell to surfaces.  
Whoever wins this competition predominantly 
determines the fate of the cell. Either the cell swims 
away after being released from the mother, or it is 
already attached to the surface even before released 
from the mother. We investigated whether the 
presence of an active flagellum has an antagonistic 
effect on the attachment duration of pili. We used the 
same set-up as described before to study the interplay 
between flagellum and pili. Figure 3A shows an 
exemplary trajectory of the bead when the cell has an 
active flagellum and pili. In orange, the trajectory of 
the bead when the flagellum is beating is shown. The 
flagellar beating results in a repetitive circular 
displacement. When a pilus reaches the surface and 
can attach, the circular motion of the bead is 
immediately stopped and the bead is stabilized 

(green part in Fig. 3A). As soon as the pilus is 
released, the circular motion of the bead is resumed. 
We found that the presence of a beating flagellum did 
not have an effect on the length of an average pili 
attachment and release cycle (Fig. 3B). From this we 
conclude that the beating flagellum is not capable of 
shortening the attachment behavior of a pilus. This 
means that the attachment force generated by a 
single pilus must be larger than the force generated 
by the flagellum.  

Fig. 3 Characterization of the competition between 
flagellum and pili. A: Exemplary trajectory of a cell that 
has an active flagellum and active pili. Orange: the 
flagellum is beating, causing a circular movement of the 
bead. In green: A pilus is attached to the surface, stopping 
the bead to further rotate and holding the bead in the same 
position for several seconds. When the pilus is released, the 
circular movement generated by the flagellum is 
reassumed. B: Duration of single pilus attachment cycle 
with (grey) and without beating flagellum (green) present. 

Conclusion 

In this work, we established an experimental 
approach for the characterization of pili and 
flagellum activity of C. crescentus in a high spatial 
and temporal resolution without labelling. We found 
that the flagellum of predivisional daughter cells 
starts beating several minutes before the cell is 
released and already shows the same switching 
frequency of the rotation direction as free-swimming 
swarmer cells. We can also observe the subsequent 
softening of the connection between the two cells and 
finally the division of the cells. In competition to the 
flagellum, pili are highly active in the predivisional 
daughter cell as well. The force generated by pili is in 
the lower pN range and higher than the force 
generated by the flagellum. We could not detect an 
impact of the active flagellum onto the attachment 
dynamics of pili.  
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Introduction 

For the design of sophisticated supramolecular 
machines it is most desirable to control thermo-
dynamics and kinetics of complexation/decom-
plexation in host-guest chemistry [1]. The choice of a 
recognition motif relying on a hydrophobic effect 
gives rise to high association strength, which can be 
further adjusted by introduction of additional driving 
forces such as donor-acceptor- or electrostatic 
interactions. Fine-tuning of topological features in 
form of steric barriers offers opportunities to 
controlling kinetic factors. We synthesized host-
guest systems based on water-soluble, cationic 
cyclophanes and anionic oligo-phenyleneethynylene 
(OPE) rods, which exhibit high complexation 
strength owing to a hydrophobic effect combined 
with complementary electrostatic features. The 
peripheral substitution pattern of these OPE rods 
with carboxylate groups has a strong influence on 
exchange kinetics. Furthermore, they are functional-
ized with azide substituents which can be readily 
used for integration into nano-architectures via CuI-
catalyzed azide-alkyne cycloaddition click-chemistry 
[2,3]. These building blocks will ultimately be 
integrated into an optimized design for molecular 
daisy chains. 

Design of water-soluble OPE rods 

The aqueous click-assembly concept that was 
developed by our group [3] has been expanded to 
OPE-type chromophores from which Molecular daisy 
chains [4,5] have been synthesized. We found that 
Cyclophane 1 strongly complexes OPE rod 2 with an 
aggregation constant of 4*106 L-1mol-1 as determined 
by isothermal titration calorimetry and fluorescence 
quenching titration. 

	
Fig. 1 Molecular structures of cyclophane 1 and OPE 2 

OPE 2 is sparingly soluble in H2O, as only 2 
carboxylate groups provide solubilization in water. 
This is reflected in derivatives of 2, which also tend 
to be sparingly soluble and usually require the 
addition of an organic co-solvent such as MeOH or 
DMSO, which tends to be disruptive towards 
association strength. We therefore envisaged the 
synthesis of multiply carboxylate-functionalized OPE 

rods to overcome this disadvantage. Appropriate 
functionalization of isophthalic- or terephthalic acid 
ester derivatives with azido- and iodo substituents 
resulted in compact and versatile precursors 3 and 5 
for OPE rods with enhanced solubility. It is desirable 
to mask carboxylic acids or their anions as their 
corresponding methyl esters due to their inherent 
difficulty of purification. The iodo-subsituent serves 
as an excellent leaving group for Pd0-based cross-
couplings, giving the desired OPE rod, which can 
then be rendered water-soluble by hydrolysis of the 
carboxylic acid esters. Derivatization of the rod or a 
cyclophane/rod complex can then be conducted via 
facile click-chemistry owing to the azide groups.  

	
Fig. 2 Synthesis of isophthalate-based OPE 4 via 
Sonogashira-cross-coupling followed by basic hydrolysis 

 

Fig. 3 Synthesis of terephthalate-based OPE 7, via Suzuki-
cross-coupling followed by basic hydrolysis 

Synthesis & Characterization 

3 was synthesized in 6 steps from 1,3-dimethyl-2-
nitrobenzene and subsequently coupled to 1,4-
diethynylbenzene. OPE 4 was obtained by final 
hydrolysis of the methyl esters and proved to be well 
soluble in water in the millimolar range. Exchange 
rates upon addition of cyclophane 1 proved to be very 
low, a 1:1 OPE : cyclophane mixture 0.5 mM in D2O 
at 20 °C required 15 d to reach equilibrium as 
determined by 1H-NMR. In contrast, mixtures of 1 
and OPE 2 instantaneously equilibrate. 
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Fig. 4 Time-dependent 1H-NMR of a 0.5 mM solution of 
OPE 4 and cyclophane 1 in D2O at 20 °C. The asterisk 
denotes the central phenylene protons, the circle denotes 
cyclophane aryl protons. 

5 was obtained in a 5-step procedure from dimethyl-
2-aminoterephthalate. Coupling to 1,4-diethynyl-
benzene was successful but following attempts of 
hydrolysis gave a complex mixture of products, which 
was attributed to instability of the acetylene ortho to 
a carboxylate group. Therefore, Suzuki cross-
coupling to 6 was conducted and the final product 
could be hydrolyzed to obtain OPE 7. Despite of its 
extended π-conjugated backbone, this compound 
was well soluble in water in the millimolar range. 
Time-dependent 1H-NMR spectra revealed that 
complexation by 1 occurs at least by an order of 
magnitude faster compared to OPE 4. 

 

Fig. 5 Time-dependent 1H-NMR of a 0.5 mM solution of 
OPE 7 and cyclophane 1 in D2O at 20 °C. The asterisk 
denotes the central phenylene protons, the circle denotes 
cyclophane aryl protons. 

Outlook 

Quantitative characterization of thermodynamics 
and kinetics of pseudorotaxane formation is being 
conducted. In order to control aggregation 
thermodynamics and kinetics of molecular daisy 
chain formation, 9 is being synthesized from receptor 
8 and an OPE rod incorporating a terephthalate 
solubilizing group. 

	

Fig. 6 Conceptual synthesis of a daisy chain monomer 
based on acetylene-functionalized cyclophane 8 the 
terephthalate solubilizer. 
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Introduction 

For the design of sophisticated supramolecular 
machines it is most desirable to control thermo-
dynamics and kinetics of complexation/decom-
plexation in host-guest chemistry [1]. The choice of a 
recognition motif relying on a hydrophobic effect 
gives rise to high association strength, which can be 
further adjusted by introduction of additional driving 
forces such as donor-acceptor- or electrostatic 
interactions. Fine-tuning of topological features in 
form of steric barriers offers opportunities to 
controlling kinetic factors. We synthesized host-
guest systems based on water-soluble, cationic 
cyclophanes and anionic oligo-phenyleneethynylene 
(OPE) rods, which exhibit high complexation 
strength owing to a hydrophobic effect combined 
with complementary electrostatic features. The 
peripheral substitution pattern of these OPE rods 
with carboxylate groups has a strong influence on 
exchange kinetics. Furthermore, they are functional-
ized with azide substituents which can be readily 
used for integration into nano-architectures via CuI-
catalyzed azide-alkyne cycloaddition click-chemistry 
[2,3]. These building blocks will ultimately be 
integrated into an optimized design for molecular 
daisy chains. 

Design of water-soluble OPE rods 

The aqueous click-assembly concept that was 
developed by our group [3] has been expanded to 
OPE-type chromophores from which Molecular daisy 
chains [4,5] have been synthesized. We found that 
Cyclophane 1 strongly complexes OPE rod 2 with an 
aggregation constant of 4*106 L-1mol-1 as determined 
by isothermal titration calorimetry and fluorescence 
quenching titration. 

	
Fig. 1 Molecular structures of cyclophane 1 and OPE 2 

OPE 2 is sparingly soluble in H2O, as only 2 
carboxylate groups provide solubilization in water. 
This is reflected in derivatives of 2, which also tend 
to be sparingly soluble and usually require the 
addition of an organic co-solvent such as MeOH or 
DMSO, which tends to be disruptive towards 
association strength. We therefore envisaged the 
synthesis of multiply carboxylate-functionalized OPE 

rods to overcome this disadvantage. Appropriate 
functionalization of isophthalic- or terephthalic acid 
ester derivatives with azido- and iodo substituents 
resulted in compact and versatile precursors 3 and 5 
for OPE rods with enhanced solubility. It is desirable 
to mask carboxylic acids or their anions as their 
corresponding methyl esters due to their inherent 
difficulty of purification. The iodo-subsituent serves 
as an excellent leaving group for Pd0-based cross-
couplings, giving the desired OPE rod, which can 
then be rendered water-soluble by hydrolysis of the 
carboxylic acid esters. Derivatization of the rod or a 
cyclophane/rod complex can then be conducted via 
facile click-chemistry owing to the azide groups.  

	
Fig. 2 Synthesis of isophthalate-based OPE 4 via 
Sonogashira-cross-coupling followed by basic hydrolysis 

 

Fig. 3 Synthesis of terephthalate-based OPE 7, via Suzuki-
cross-coupling followed by basic hydrolysis 

Synthesis & Characterization 

3 was synthesized in 6 steps from 1,3-dimethyl-2-
nitrobenzene and subsequently coupled to 1,4-
diethynylbenzene. OPE 4 was obtained by final 
hydrolysis of the methyl esters and proved to be well 
soluble in water in the millimolar range. Exchange 
rates upon addition of cyclophane 1 proved to be very 
low, a 1:1 OPE : cyclophane mixture 0.5 mM in D2O 
at 20 °C required 15 d to reach equilibrium as 
determined by 1H-NMR. In contrast, mixtures of 1 
and OPE 2 instantaneously equilibrate. 
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Fig. 4 Time-dependent 1H-NMR of a 0.5 mM solution of 
OPE 4 and cyclophane 1 in D2O at 20 °C. The asterisk 
denotes the central phenylene protons, the circle denotes 
cyclophane aryl protons. 

5 was obtained in a 5-step procedure from dimethyl-
2-aminoterephthalate. Coupling to 1,4-diethynyl-
benzene was successful but following attempts of 
hydrolysis gave a complex mixture of products, which 
was attributed to instability of the acetylene ortho to 
a carboxylate group. Therefore, Suzuki cross-
coupling to 6 was conducted and the final product 
could be hydrolyzed to obtain OPE 7. Despite of its 
extended π-conjugated backbone, this compound 
was well soluble in water in the millimolar range. 
Time-dependent 1H-NMR spectra revealed that 
complexation by 1 occurs at least by an order of 
magnitude faster compared to OPE 4. 

 

Fig. 5 Time-dependent 1H-NMR of a 0.5 mM solution of 
OPE 7 and cyclophane 1 in D2O at 20 °C. The asterisk 
denotes the central phenylene protons, the circle denotes 
cyclophane aryl protons. 

Outlook 

Quantitative characterization of thermodynamics 
and kinetics of pseudorotaxane formation is being 
conducted. In order to control aggregation 
thermodynamics and kinetics of molecular daisy 
chain formation, 9 is being synthesized from receptor 
8 and an OPE rod incorporating a terephthalate 
solubilizing group. 

	

Fig. 6 Conceptual synthesis of a daisy chain monomer 
based on acetylene-functionalized cyclophane 8 the 
terephthalate solubilizer. 
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β-barrel membrane proteins are essential functional 
components of the outer membrane of Gram-
negative bacteria, mitochondria and chloroplasts. 
Membrane proteins have highly interesting folding 
properties, since they fold in an external environ-
ment that comprises hydrophobic and hydrophilic 
phases. The biogenesis of these outer membrane 
proteins (Omps) poses a complex biophysical 
challenge to the pro- and eukaryotic cell, because 
the Omps are synthesized at locations distant from 
their target membrane. The overall essential 
biological function of Omp biogenesis is 
accomplished by molecular chaperones that pass the 
unfolded substrates from the ribosome to the 
destination membrane [1]. In the Gram-negative 
bacterium E. coli, the periplasmic chaperones SurA 
and Skp transport the substrate to the Bam 
complex, which folds and inserts them into the outer 
membrane [2]. The in vitro and the in vivo folding 
mechanisms of β-barrel Omps from mitochondria or 
Gram-negative bacteria are so far not understood at 
atomic resolution. The same polypeptide chains can 
refold in vitro in the absence of chaperones and 
other proteins, resulting in the same three-
dimensional β-barrel structures. In this project, we 
employ structural biological and nanotechnological 
approaches to characterize the folding process of 
complex Omps at atomic resolution. In the following 
we report two papers, which we published since 
starting our project and thereafter provide an 
overview of the following challenges in this project.  

Monitoring Backbone Hydrogen Bond Formation 

The three-dimensional structure of a β-barrel 
membrane protein is defined by backbone hydrogen 
bonds between adjacent strands. The biogenesis 
pathways of β-barrel membrane proteins are 
essential, but the underlying mechanism is still 
unclear. To obtain insight into this process, we used 
the 8-stranded OmpX from E. coli as a model 
system. At the onset of the experiment, OmpX (148 
aa) was solubilized in chaotropic denaturant 
solution, where the polypeptide was fully unfolded 
and adopted a random coil conformation without 
residual structure. Using a manually operated, 
custom-built setup, folding was triggered by rapid 
dilution with an aqueous folding buffer that 
contained the detergent micelles. This initial rapid 
dilution step was performed in deuterated solvent, 
leading to the incorporation of deuterons at all 
exchange-accessible backbone amide positions. The 
sample was then incubated for a variable folding 
time, after which a second rapid dilution step with 
hydrogen based folding buffer was performed, 
reducing the deuterium content in the solvent by 

about 80%. Finally, the sample was incubated until 
protein folding has progressed to completion.  

With this experimental setup, we found that the 
residue-specific kinetics of interstrand hydrogen-
bond formation are uniform in the entire β-barrel 
and synchronized to formation of the tertiary 
structure (Fig. 1). OmpX folding thus propagates via 
a long-lived conformational ensemble state in which 
all backbone amide protons engage in hydrogen 
bonds only transiently. Stable formation of the 
entire OmpX hydrogen bond network occurs 
downhill of the rate-limiting transition state and 
thus appears cooperative on the overall folding time 
scale. 

 

Fig. 1 Free energy diagram for OmpX folding into 
detergent micelles. Upon rapid dilution from a denatured 
state, OmpX associates with detergent micelles to a 
dynamic conformational ensemble state (U). Four 
arbitrary conformations are shown in cartoon re-
presentation, as representatives for the dynamic 
ensemble. In this state, multiple conformations rapidly 
interconvert with kinetic rate constants ki. No long-lived 
hydrogen bonds are formed, so that all backbone amides 
are effectively accessible to chemical exchange (kex) with 
the solvent. The folded state of OmpX (F) is separated 
from the conformational ensemble by a rate-limiting 
folding step with a kinetic rate constant kF on the minutes 
time scale. Image taken from ref [3]. 

Chaperone Assisted Insertion and Folding 

The correct insertion and folding of membrane 
proteins is essential to function in living cells. 
Whereas in living cells molecular chaperones 
increase the folding yields of soluble proteins by 
suppressing misfolding and aggregation, it is not 
understood how they modulate the insertion and 
folding of integral membrane proteins into 
membranes. To study this process, we used single-
molecule force spectroscopy (SMFS) and NMR 
spectroscopy to characterize how periplasmic 
holdase chaperones SurA and Skp shape the folding 
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trajectory of the large β-barrel Omp FhuA from E. 
coli [4]. After having unfolded and extracted a single 
FhuA from the lipid membrane by SMFS, we thus 
monitored how the unfolded polypeptide inserts and 
folds back into the membrane. The unfolded FhuA 
polypeptide is prone to misfolding and cannot insert 
back into the membrane to adopt its native, 
functional structure (Fig. 2). However, the presence 
of either of the two periplasmic chaperones SurA or 
Skp prevented misfolding by stabilizing a dynamic, 
unfolded state. Thereby SurA allowed the unfolded 
substrate to stepwise insert and fold the unfolded 
FhuA polypeptide towards its native structure. 

 

Fig. 2 Folding pathways and free-energy landscape of 
FhuA receptors. a) Insertion and folding pathways of 
FhuA in the absence of chaperones and in the presence of 
SurA (orange). Without chaperones, the majority of 
unfolded FhuA receptors misfold. SurA stabilizes the 
unfolded state of FhuA and promotes stepwise insertion 
and folding of β-hairpins in the lipid membrane. This 
stepwise insertion of secondary structures proceeds until 
the receptor completed folding. b) Hypothetical folding 
free-energy landscape of FhuA in the presence of SurA. 
SurA (orange) is spatially excluded from the lipid 
membrane (blue). Each β-hairpin inserted into the lipid 
membrane is stabilized by a free-energy well. c) 
Modulation of the folding free-energy landscape by 
chaperones. The free-energy barriers separating the 
unfolded (U) from the misfolded (M) and folded (F) states, 
are determined from the observed folding probabilities. 
Image taken from ref [4]. 

Maltoporin Unfolding Pathways 

The next challenge in this project was to study 
whether Omps generally unfold and fold similarly to 
FhuA. We hence first unfolded maltoporin LamB 
from E. coli by SMFS [5]. It was observed that also 
maltoporin stepwise unfolds β-hairpins until the β-
barrel has been completely unfolded and extracted 
from the membrane. Thereby the folding probability 
of a β-hairpin was found to be correlated to its 
mechanical stability. The study was fundamental to 
characterize at later stage the insertion and folding 
of other Omps by BAM. 

Directed Insertion of Membrane Proteins 

In an attempt to study how whether we could 
already apply the knowledge gained in this proposal 
and guide the insertion of membrane proteins, we 
engineered light-driven proton pumps having either 
a red (RFP) or green (GFP) fluorescent protein fused 
to its N- or C-terminus [6]. The hydrophilic 

fluorescent proteins allowed the directed insertion 
of proton pumps into liposomes and to select the 
liposomes depending on fluorescence. The thus 
manufactured nanoreactors were used to generate 
proton gradients by light, which is a prerequisite to 
power a broad variety biomolecular processes. In 
the future, this side project will enable to supply 
nanoscopic factories with energy and to translocate 
polypeptides or other molecules across membranes. 

Latest progress and Challenges Ahead 

Within the last year, we have made considerable 
progress in preparing outer membrane vesicles 
(OMVs) from E. coli and begun to characterize the 
Bam insertion machinery at close to native 
conditions. Currently we are in the process of 
gathering enough SMFS and NMR data to 
understand how the Bam complex facilitates the 
insertion and folding of complex Omps. However, 
given the complexity of the insertion and folding 
process and the multiple molecular machines 
involved in this process (BamA, -B, -C, -D and SurA, 
Skp, etc), the systematic study of this process 
requires much more efforts than anticipated. 
Encouraged by the preliminary results, we are 
confident that now after all these years of hard work 
we made a big step towards understanding how the 
periplasmic chaperones SurA and Skp transport the 
Omp substrate to the Bam complex, and how they 
together fold and insert the substrates into 
functional Omp structure. It may be only a matter of 
time until we can then use these insights to 
assemble nanomachines in membranes. 
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β-barrel membrane proteins are essential functional 
components of the outer membrane of Gram-
negative bacteria, mitochondria and chloroplasts. 
Membrane proteins have highly interesting folding 
properties, since they fold in an external environ-
ment that comprises hydrophobic and hydrophilic 
phases. The biogenesis of these outer membrane 
proteins (Omps) poses a complex biophysical 
challenge to the pro- and eukaryotic cell, because 
the Omps are synthesized at locations distant from 
their target membrane. The overall essential 
biological function of Omp biogenesis is 
accomplished by molecular chaperones that pass the 
unfolded substrates from the ribosome to the 
destination membrane [1]. In the Gram-negative 
bacterium E. coli, the periplasmic chaperones SurA 
and Skp transport the substrate to the Bam 
complex, which folds and inserts them into the outer 
membrane [2]. The in vitro and the in vivo folding 
mechanisms of β-barrel Omps from mitochondria or 
Gram-negative bacteria are so far not understood at 
atomic resolution. The same polypeptide chains can 
refold in vitro in the absence of chaperones and 
other proteins, resulting in the same three-
dimensional β-barrel structures. In this project, we 
employ structural biological and nanotechnological 
approaches to characterize the folding process of 
complex Omps at atomic resolution. In the following 
we report two papers, which we published since 
starting our project and thereafter provide an 
overview of the following challenges in this project.  

Monitoring Backbone Hydrogen Bond Formation 

The three-dimensional structure of a β-barrel 
membrane protein is defined by backbone hydrogen 
bonds between adjacent strands. The biogenesis 
pathways of β-barrel membrane proteins are 
essential, but the underlying mechanism is still 
unclear. To obtain insight into this process, we used 
the 8-stranded OmpX from E. coli as a model 
system. At the onset of the experiment, OmpX (148 
aa) was solubilized in chaotropic denaturant 
solution, where the polypeptide was fully unfolded 
and adopted a random coil conformation without 
residual structure. Using a manually operated, 
custom-built setup, folding was triggered by rapid 
dilution with an aqueous folding buffer that 
contained the detergent micelles. This initial rapid 
dilution step was performed in deuterated solvent, 
leading to the incorporation of deuterons at all 
exchange-accessible backbone amide positions. The 
sample was then incubated for a variable folding 
time, after which a second rapid dilution step with 
hydrogen based folding buffer was performed, 
reducing the deuterium content in the solvent by 

about 80%. Finally, the sample was incubated until 
protein folding has progressed to completion.  

With this experimental setup, we found that the 
residue-specific kinetics of interstrand hydrogen-
bond formation are uniform in the entire β-barrel 
and synchronized to formation of the tertiary 
structure (Fig. 1). OmpX folding thus propagates via 
a long-lived conformational ensemble state in which 
all backbone amide protons engage in hydrogen 
bonds only transiently. Stable formation of the 
entire OmpX hydrogen bond network occurs 
downhill of the rate-limiting transition state and 
thus appears cooperative on the overall folding time 
scale. 

 

Fig. 1 Free energy diagram for OmpX folding into 
detergent micelles. Upon rapid dilution from a denatured 
state, OmpX associates with detergent micelles to a 
dynamic conformational ensemble state (U). Four 
arbitrary conformations are shown in cartoon re-
presentation, as representatives for the dynamic 
ensemble. In this state, multiple conformations rapidly 
interconvert with kinetic rate constants ki. No long-lived 
hydrogen bonds are formed, so that all backbone amides 
are effectively accessible to chemical exchange (kex) with 
the solvent. The folded state of OmpX (F) is separated 
from the conformational ensemble by a rate-limiting 
folding step with a kinetic rate constant kF on the minutes 
time scale. Image taken from ref [3]. 

Chaperone Assisted Insertion and Folding 

The correct insertion and folding of membrane 
proteins is essential to function in living cells. 
Whereas in living cells molecular chaperones 
increase the folding yields of soluble proteins by 
suppressing misfolding and aggregation, it is not 
understood how they modulate the insertion and 
folding of integral membrane proteins into 
membranes. To study this process, we used single-
molecule force spectroscopy (SMFS) and NMR 
spectroscopy to characterize how periplasmic 
holdase chaperones SurA and Skp shape the folding 
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trajectory of the large β-barrel Omp FhuA from E. 
coli [4]. After having unfolded and extracted a single 
FhuA from the lipid membrane by SMFS, we thus 
monitored how the unfolded polypeptide inserts and 
folds back into the membrane. The unfolded FhuA 
polypeptide is prone to misfolding and cannot insert 
back into the membrane to adopt its native, 
functional structure (Fig. 2). However, the presence 
of either of the two periplasmic chaperones SurA or 
Skp prevented misfolding by stabilizing a dynamic, 
unfolded state. Thereby SurA allowed the unfolded 
substrate to stepwise insert and fold the unfolded 
FhuA polypeptide towards its native structure. 

 

Fig. 2 Folding pathways and free-energy landscape of 
FhuA receptors. a) Insertion and folding pathways of 
FhuA in the absence of chaperones and in the presence of 
SurA (orange). Without chaperones, the majority of 
unfolded FhuA receptors misfold. SurA stabilizes the 
unfolded state of FhuA and promotes stepwise insertion 
and folding of β-hairpins in the lipid membrane. This 
stepwise insertion of secondary structures proceeds until 
the receptor completed folding. b) Hypothetical folding 
free-energy landscape of FhuA in the presence of SurA. 
SurA (orange) is spatially excluded from the lipid 
membrane (blue). Each β-hairpin inserted into the lipid 
membrane is stabilized by a free-energy well. c) 
Modulation of the folding free-energy landscape by 
chaperones. The free-energy barriers separating the 
unfolded (U) from the misfolded (M) and folded (F) states, 
are determined from the observed folding probabilities. 
Image taken from ref [4]. 

Maltoporin Unfolding Pathways 

The next challenge in this project was to study 
whether Omps generally unfold and fold similarly to 
FhuA. We hence first unfolded maltoporin LamB 
from E. coli by SMFS [5]. It was observed that also 
maltoporin stepwise unfolds β-hairpins until the β-
barrel has been completely unfolded and extracted 
from the membrane. Thereby the folding probability 
of a β-hairpin was found to be correlated to its 
mechanical stability. The study was fundamental to 
characterize at later stage the insertion and folding 
of other Omps by BAM. 

Directed Insertion of Membrane Proteins 

In an attempt to study how whether we could 
already apply the knowledge gained in this proposal 
and guide the insertion of membrane proteins, we 
engineered light-driven proton pumps having either 
a red (RFP) or green (GFP) fluorescent protein fused 
to its N- or C-terminus [6]. The hydrophilic 

fluorescent proteins allowed the directed insertion 
of proton pumps into liposomes and to select the 
liposomes depending on fluorescence. The thus 
manufactured nanoreactors were used to generate 
proton gradients by light, which is a prerequisite to 
power a broad variety biomolecular processes. In 
the future, this side project will enable to supply 
nanoscopic factories with energy and to translocate 
polypeptides or other molecules across membranes. 

Latest progress and Challenges Ahead 

Within the last year, we have made considerable 
progress in preparing outer membrane vesicles 
(OMVs) from E. coli and begun to characterize the 
Bam insertion machinery at close to native 
conditions. Currently we are in the process of 
gathering enough SMFS and NMR data to 
understand how the Bam complex facilitates the 
insertion and folding of complex Omps. However, 
given the complexity of the insertion and folding 
process and the multiple molecular machines 
involved in this process (BamA, -B, -C, -D and SurA, 
Skp, etc), the systematic study of this process 
requires much more efforts than anticipated. 
Encouraged by the preliminary results, we are 
confident that now after all these years of hard work 
we made a big step towards understanding how the 
periplasmic chaperones SurA and Skp transport the 
Omp substrate to the Bam complex, and how they 
together fold and insert the substrates into 
functional Omp structure. It may be only a matter of 
time until we can then use these insights to 
assemble nanomachines in membranes. 

References 

[1] T.J. Knowles, A. Scott-Tucker, M. Overduin, 
I.R. Henderson, Membrane protein architects: 
the role of the BAM complex in outer 
membrane protein assembly, Nat Rev 
Microbiol 7, 206 (2009) 

[2] J.G. Sklar, T. Wu, D. Kahne, T.J. Silhavy, 
Defining the roles of the periplasmic 
chaperones SurA, Skp, and DegP in 
Escherichia coli, Genes Dev 21, 2473 (2007) 

[3] T. Raschle, P. Rios Flores, C. Opitz, D.J. Müller, 
S. Hiller, Monitoring backbone hydrogen bond 
formation in β-barrel membrane protein 
folding, Angew Chem Int Ed 55, 5952 (2016) 

[4] J. Thoma, B.M. Burmann, S. Hiller, D.J. Müller, 
Impact of holdase chaperones Skp and SurA on 
the folding of β-barrel outer membrane 
proteins, Nat Struct Mol Biol 22, 795 (2015) 

[5] J. Thoma, N. Ritzmann, D. Wolf, E. Mulvihill, S. 
Hiller, D.J. Müller, Maltoporin LamB unfolds 
beta-hairpins along mechanical stress-
dependent unfolding pathways, Structure 25, 
1139 (2017) 

[6] N. Ritzmann, J. Thoma, S. Hirschi, D. 
Kalbermatter, D. Fotiadis, D.J. Müller, Fusion 
domains guide the oriented insertion of light-
driven proton pumps into liposomes, Biophys J 
113, 1181 (2017) 

 



38

Project P1305   

Perforated for performance: solid supports 
for serial protein crystallography 
Project P1305 X-FEL based dynamic studies on 2D and 3D nanocrystals of membrane proteins on 
solid supports 
Project Leader: C. Padeste and H. Stahlberg 
Collaborators: N. Opara (SNI PhD Student), T. Braun, X.-D. Li, I. Martiel, V. Guzenko, K. Vogelsang, 
and D. Marty  
 
 
Ultrahigh brightness X-ray sources such as the X-
ray Free Electron Laser SwissFEL open up the pos-
sibility to solve the atomic structure of protein nano-
crystals, which is difficult to achieve with state-of-
the-art synchrotrons. This has been demonstrated at 
XFELs by applying protein crystal handling meth-
ods such as liquid jet and lipidic cubic phase injec-
tion or fixed target technologies. The rapidly devel-
oping field of serial protein crystallography opens 
up cutting edge scientific opportunities as well as a 
new paradigm for macromolecular structural analy-
sis for pharmaceutical industries.  

In XFEL-based protein crystallography femtosecond 
X-ray pulses produce damage-free partial diffraction 
patterns, but due to their extreme intensity they 
immediately destroy the probed area of the crystals. 
Hence, data collection requires a large number of 
micro- or nanocrystals to be sequentially delivered 
to the beam in order to achieve complete data sets. 
The fixed target delivery methods, where the sample 
immobilized on a solid support is scanned through 
the beam, offer avenues for unmet efficacy and dif-
fraction quality of X-ray data collection. Protecting 
the protein from dehydration is of utmost im-
portance for high quality measurements and is 
achieved using humidity chambers, by enclosing or 
protective embedding of the sample for room tem-
perature measurements, or by plunge-freezing in 
liquid nitrogen for measurements under cryo-
conditions.   

In this project, we are focusing on novel concepts 
and optimization of fixed targets for serial protein 
crystallography. In particular, we developed a sili-
con/silicon nitride-based system for in-situ crystal-
lization and hermetic sealing of large protein crys-
tals for x-ray pump/x-ray probe measurements [1]. 

Here, we report on two novel types of supports, 
aiming at minimized background which is originat-
ing either from the liquor surrounding the crystals, 
or from the support material. The “cryo-mesh” sup-
ports consist of less than 2 µm thick perforated 
polymer films glued to polymer frames. They are 
designed for blotting of the mother liquor of depos-
ited crystal suspensions through the pores, immedi-
ately before freezing the sample in liquid nitrogen. 
The nanoimprint-based fabrication method (Fig. 1) 
was adapted from Gel et al. [2]: A silicon stamp with 
arrays of 2 µm wide and 2 µm high pillars is hot 
embossed into a polymer double layer consisting of 
polyvinyl alcohol (PVA, red) and cycloolefin co-
polymer (COC, blue), which are sequentially spin-
coated onto a silicon wafer (1). After release of the 

stamp (2) the residual COC layer is etched in oxygen 
plasma (3). Polymer frames (yellow) are glued onto 
the layer (4) and the structure is released by immer-
sion in water to dissolve the water-soluble PVA 
underlayer (5).  Alternative to nanoimprint litho-
graphy we also used e-beam lithography for struc-
ture definition in poly-methyl methacrylate (PMMA) 
instead of COC, which gives a higher design free-
dom, however, on the expense of lower throughput. 

 
Fig. 1 Fabrication of cryo-mesh supports: (1) hot emboss-
ing of a stamp with pillar arrays into a spin-coated poly-
mer double layer; (2) release and (3) etching in oxygen 
plasma; (4) gluing of polymer frames and (5) dissolution 
of the water-soluble polymer underlayer. 

Membranes with perforations of 2-4 µm in diameter 
and 4-20 µm in distance have been produced and 
successfully used for crystal deposition and blotting 
(Fig. 2). While the size and density of the perfora-
tions had minimal influence on the efficiency of the 
blotting, control of hydrophilicity of the material by 
additional plasma treatments proved to be essential 
for the blotting process. Preliminary experiments at 
the Swiss Light Source and at LCLS (the XFEL in 
Stanford) showed that crystal densities suitable for 
efficient measurements could be achieved. In par-
ticular the perforated membranes provided enough 
mechanical stability for probing the sample in 100	
µm distances with non-attenuated XFEL pulses. 

The second type of supports under development 
addresses measurements of 2D crystals. These are 
periodic and ordered arrangements of molecules in 
single layers representing an important crystalline 
form for, e.g., membrane proteins. Resolution in the 
range of 4 Å for measurements using an XFEL beam 
focused to sub-micrometer dimensions (“nanofocus 
beam”) at room temperature has been demonstrated 
[3], making the method attractive for the investiga-
tion of molecular motion using pump-probe tech-
niques. For such measurements, high sample 
throughput and minimizing of the background are  
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Fig. 2 Prototypes of cryo-mesh supports produced at 
LMN, loaded with lysozyme crystals. The sequence shows 
(a) the polyimide frame with the 2 µm thick polymer film 
comprising dense arrays of 2 µm diameter holes over an 
area of 2 x 2 mm2, (b) the support mounted on a holder, 
(c) an SEM image of the suspended film, in this case struc-
tured with e-beam lithography, (d) the crystal suspension 
deposited on the surface before and (e) after blotting of 
the liquid and flash-cooling, and (f) a zoomed-in view of 
cryo-cooled lysozyme crystals (PX beamline at SLS). 

of pivotal importance. Low background can in prin-
ciple	be reached using less than 100 nm thick films 
of silicon nitride or polymers as the supports. How-
ever, high probing density is limited due to the lim-
ited stability of the silicon nitride (membranes typi-
cally break on the first non-attenuated laser pulse) 
and geometrical constraints of silicon microfabrica-
tion. To overcome this limitation and to optimize 
sample consumption and measuring time we pro-
pose a membrane-in-the-membrane concept of a 
relatively thin perforated Si3N4 membrane covered 
with an ultrathin polymer film (Fig. 3). The polymer 
spanning over the holes should break locally upon 
exposure with an XFEL pulse without affecting the 
rest of the membrane. Perforated membranes have 
been produced using silicon microfabrication tech-
nology: Openings for the membranes and perfora-
tions were first defined on two sides of silicon ni-
tride-coated silicon wafers using photolithography 

and reactive ion etching. The silicon was then selec-
tively etched in KOH. Arrays of 12 x 12 membranes 
were realized in 2.5 x 2.5 cm2 area of a wafer. Each 
membrane hosts 12 x 12 holes of 10 x 10 µm2 in size. 
This results in a total of 124 = 20736 probing sites 
per chip. Next steps will include transfer of ultrathin 
polymer films onto the perforated membranes and 
testing of the stability and of the deposition of 2D 
crystals.  

 
Fig. 3 a) Membrane-in-the-membrane concept for sup-
ports for 2D protein crystals (cross-sectional view).  
b) Micro-fabricated perforated membranes. The yield of 
intact membranes was up to 95 %. c) and d) Details of 
broken and intact membranes.  
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Ultrahigh brightness X-ray sources such as the X-
ray Free Electron Laser SwissFEL open up the pos-
sibility to solve the atomic structure of protein nano-
crystals, which is difficult to achieve with state-of-
the-art synchrotrons. This has been demonstrated at 
XFELs by applying protein crystal handling meth-
ods such as liquid jet and lipidic cubic phase injec-
tion or fixed target technologies. The rapidly devel-
oping field of serial protein crystallography opens 
up cutting edge scientific opportunities as well as a 
new paradigm for macromolecular structural analy-
sis for pharmaceutical industries.  

In XFEL-based protein crystallography femtosecond 
X-ray pulses produce damage-free partial diffraction 
patterns, but due to their extreme intensity they 
immediately destroy the probed area of the crystals. 
Hence, data collection requires a large number of 
micro- or nanocrystals to be sequentially delivered 
to the beam in order to achieve complete data sets. 
The fixed target delivery methods, where the sample 
immobilized on a solid support is scanned through 
the beam, offer avenues for unmet efficacy and dif-
fraction quality of X-ray data collection. Protecting 
the protein from dehydration is of utmost im-
portance for high quality measurements and is 
achieved using humidity chambers, by enclosing or 
protective embedding of the sample for room tem-
perature measurements, or by plunge-freezing in 
liquid nitrogen for measurements under cryo-
conditions.   

In this project, we are focusing on novel concepts 
and optimization of fixed targets for serial protein 
crystallography. In particular, we developed a sili-
con/silicon nitride-based system for in-situ crystal-
lization and hermetic sealing of large protein crys-
tals for x-ray pump/x-ray probe measurements [1]. 

Here, we report on two novel types of supports, 
aiming at minimized background which is originat-
ing either from the liquor surrounding the crystals, 
or from the support material. The “cryo-mesh” sup-
ports consist of less than 2 µm thick perforated 
polymer films glued to polymer frames. They are 
designed for blotting of the mother liquor of depos-
ited crystal suspensions through the pores, immedi-
ately before freezing the sample in liquid nitrogen. 
The nanoimprint-based fabrication method (Fig. 1) 
was adapted from Gel et al. [2]: A silicon stamp with 
arrays of 2 µm wide and 2 µm high pillars is hot 
embossed into a polymer double layer consisting of 
polyvinyl alcohol (PVA, red) and cycloolefin co-
polymer (COC, blue), which are sequentially spin-
coated onto a silicon wafer (1). After release of the 
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graphy we also used e-beam lithography for struc-
ture definition in poly-methyl methacrylate (PMMA) 
instead of COC, which gives a higher design free-
dom, however, on the expense of lower throughput. 

 
Fig. 1 Fabrication of cryo-mesh supports: (1) hot emboss-
ing of a stamp with pillar arrays into a spin-coated poly-
mer double layer; (2) release and (3) etching in oxygen 
plasma; (4) gluing of polymer frames and (5) dissolution 
of the water-soluble polymer underlayer. 

Membranes with perforations of 2-4 µm in diameter 
and 4-20 µm in distance have been produced and 
successfully used for crystal deposition and blotting 
(Fig. 2). While the size and density of the perfora-
tions had minimal influence on the efficiency of the 
blotting, control of hydrophilicity of the material by 
additional plasma treatments proved to be essential 
for the blotting process. Preliminary experiments at 
the Swiss Light Source and at LCLS (the XFEL in 
Stanford) showed that crystal densities suitable for 
efficient measurements could be achieved. In par-
ticular the perforated membranes provided enough 
mechanical stability for probing the sample in 100	
µm distances with non-attenuated XFEL pulses. 

The second type of supports under development 
addresses measurements of 2D crystals. These are 
periodic and ordered arrangements of molecules in 
single layers representing an important crystalline 
form for, e.g., membrane proteins. Resolution in the 
range of 4 Å for measurements using an XFEL beam 
focused to sub-micrometer dimensions (“nanofocus 
beam”) at room temperature has been demonstrated 
[3], making the method attractive for the investiga-
tion of molecular motion using pump-probe tech-
niques. For such measurements, high sample 
throughput and minimizing of the background are  
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Fig. 2 Prototypes of cryo-mesh supports produced at 
LMN, loaded with lysozyme crystals. The sequence shows 
(a) the polyimide frame with the 2 µm thick polymer film 
comprising dense arrays of 2 µm diameter holes over an 
area of 2 x 2 mm2, (b) the support mounted on a holder, 
(c) an SEM image of the suspended film, in this case struc-
tured with e-beam lithography, (d) the crystal suspension 
deposited on the surface before and (e) after blotting of 
the liquid and flash-cooling, and (f) a zoomed-in view of 
cryo-cooled lysozyme crystals (PX beamline at SLS). 

of pivotal importance. Low background can in prin-
ciple	be reached using less than 100 nm thick films 
of silicon nitride or polymers as the supports. How-
ever, high probing density is limited due to the lim-
ited stability of the silicon nitride (membranes typi-
cally break on the first non-attenuated laser pulse) 
and geometrical constraints of silicon microfabrica-
tion. To overcome this limitation and to optimize 
sample consumption and measuring time we pro-
pose a membrane-in-the-membrane concept of a 
relatively thin perforated Si3N4 membrane covered 
with an ultrathin polymer film (Fig. 3). The polymer 
spanning over the holes should break locally upon 
exposure with an XFEL pulse without affecting the 
rest of the membrane. Perforated membranes have 
been produced using silicon microfabrication tech-
nology: Openings for the membranes and perfora-
tions were first defined on two sides of silicon ni-
tride-coated silicon wafers using photolithography 

and reactive ion etching. The silicon was then selec-
tively etched in KOH. Arrays of 12 x 12 membranes 
were realized in 2.5 x 2.5 cm2 area of a wafer. Each 
membrane hosts 12 x 12 holes of 10 x 10 µm2 in size. 
This results in a total of 124 = 20736 probing sites 
per chip. Next steps will include transfer of ultrathin 
polymer films onto the perforated membranes and 
testing of the stability and of the deposition of 2D 
crystals.  

 
Fig. 3 a) Membrane-in-the-membrane concept for sup-
ports for 2D protein crystals (cross-sectional view).  
b) Micro-fabricated perforated membranes. The yield of 
intact membranes was up to 95 %. c) and d) Details of 
broken and intact membranes.  
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Introduction 

Malaria remains one of the top tropical and 
infectious diseases in the world both, in terms of 
morbidity and mortality, with an estimated of 200 
million clinical cases every year. In recent years an 
official research and development agenda for 
malaria eradication (malERA) was established. The 
goal is to completely eliminate and, if possible, 
eradicate the disease from as many areas as possible 
and control the others.  To achieve this, and to 
complement the human stages tools in malaria 
portfolio, Transmission Blocking strategies (TBs) 
focusing on the mosquito stages of the parasite life 
cycle have been developed and some already 
implemented in the field [1].  

In this project a new radical approach is being 
studied to use self-assembly polymers to form drug-
carrier nanoparticles (NPs) [2], to design a setup to 
lure mosquitoes into ingestion [3], that would clear, 
or at least reduce, the parasite density to levels that 
would render it non-infective and interrupt the 
disease transmission and propagation.  Aiming for a 
mosquito survival strategy, it is expected to avoid 
selective pressure towards drug-free mosquitoes and 
reduce likeness of resistance to appear as opposed to 
the insecticide strategy. To achieve this, whole cycle 
models were established and different systems 
tested to optimize the design in terms of assembly, 
stability, targeting and release of the nano-pills. 

Here we report the last stages of the project and 
work in progress that will validate not only the 
concept but also study the best way to implement it 
in the field in an impactful way. 

Results and Discussion 
 
Rodent model infection 

With the optimized design of the nano-pill and 
delivery system, the mosquito/mice model was 
scaled up for statistically meaningful results and full 
cycle impact assessment of parasites intensity and 
transmission, at different stages and using two 
different orthogonal methods for quantification: 
fluorescence and microscope counting. To assess the 
pharmacodynamics of the nano-pill with the carrier 
drug (mainly pentamidine) two different regimes 
were tested in parallel: pre and post-infection 
feeding; and only post-infection feeding. Both where 
designed with multiple controls (drug only, infected 
and non-infected mosquitoes) and different 
concentrations and critical time-points to determine 
dose response curves. All the data was then 
statistically validated and few key indicators were 

determined such as oocysts and sporozoites 
intensity and prevalence (and mosquito toxicity) to 
be further used in simulation models to predict the 
optimal setup conditions and impact of 
transmission in the field (R0 and EIR). Depending 
on the regime and concentration of the nano-pill we 
were able to achieve 40 to 80% reduction of 
parasites in the oocyst stage and 80-100% of 
reduction in the sporozoite stage. One generation 
mice-mosquito-mice complete transmission cycle is 
now being assessed with the optimal concentration 
to achieve 100% transmission-blocking effect in 
laboratory conditions.  

 

Fig 1. Map of P. falciparum incidence, indicating the 
extent to which transmission needs to be reduced to 
achieve elimination. 

Single mosquito experiments 

New method to assess pharmacokinetics of nano-
pills in single mosquito using fluorescence and mass 
spectrometry and a unique 96 well plate setup with 
parafilm. By feeding different nano-pill doses and 
fluorescent loadings; bite frequency, Cmax, and 
excretion can be determined for every mosquito and 
different time points. This data will then lead to a 
better understanding of the ADMET profile of the 
nano-pills and extrapolate the best conditions for 
different antimalarial drugs in the transmission-
blocking portfolio.  

 

Fig. 2 Single Anopheles midgut with fluorescent nano-pills 
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Testing trap setups and layout in the field  

Field work was made with commercial traps and the 
optimized setup for nano-pills delivery. Attraction, 
feeding behavior and flight distance was tested with 
common blood sucking mosquitoes found in 
Switzerland, in different locations and habitats. 
Variations in feeding medium (liquid or solid) and 
using different food dies as markers enabled to 
optimize the setup and estimate important 
parameters to use in future simulations. 

 

Fig. 3 Scheme of traps (A, B) and feeding sources, red or 
green  (1-4), used in the field, to simulate the exophilic 
behaviour of mosquitoes.  

Models and Simulation 

The ultimate goal of the project is to develop a tool 
that can be used in combination of many others 
already in used or being studied. The best way for a 
successful strategy implementation is to have a 
model prediction and quantification of its impact in 
local and global settings [5]. To do this there are two   
important clinical and epidemiological metrics that 
allows us to track the disease endemicity and 
progress, are the reproductive number (R0) and the 
entomological inoculation rate (EIR).  

By using our results in the mice model transmission 
and the field trap simulations, we are trying now to 
construct models to be able to estimate the impact 

in malaria transmission at different local settings 
and in combination with other strategies.  

Summary and outlook	

The project is now in its final stages. Translation of 
the data collected, and field simulations of the 
results will then allow to estimate the impact and 
best way(s) to an eventual implementation in the 
field.  

The final outcome will then be a cross analysis and 
combination of the different knowledge gathered in 
the fields of polymer and medicinal gathered in the 
fields of polymer and medicinal chemistry, infection 
biology and mathematical modeling with the 
common thread of nanomedicine. 
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Introduction 

Malaria remains one of the top tropical and 
infectious diseases in the world both, in terms of 
morbidity and mortality, with an estimated of 200 
million clinical cases every year. In recent years an 
official research and development agenda for 
malaria eradication (malERA) was established. The 
goal is to completely eliminate and, if possible, 
eradicate the disease from as many areas as possible 
and control the others.  To achieve this, and to 
complement the human stages tools in malaria 
portfolio, Transmission Blocking strategies (TBs) 
focusing on the mosquito stages of the parasite life 
cycle have been developed and some already 
implemented in the field [1].  

In this project a new radical approach is being 
studied to use self-assembly polymers to form drug-
carrier nanoparticles (NPs) [2], to design a setup to 
lure mosquitoes into ingestion [3], that would clear, 
or at least reduce, the parasite density to levels that 
would render it non-infective and interrupt the 
disease transmission and propagation.  Aiming for a 
mosquito survival strategy, it is expected to avoid 
selective pressure towards drug-free mosquitoes and 
reduce likeness of resistance to appear as opposed to 
the insecticide strategy. To achieve this, whole cycle 
models were established and different systems 
tested to optimize the design in terms of assembly, 
stability, targeting and release of the nano-pills. 

Here we report the last stages of the project and 
work in progress that will validate not only the 
concept but also study the best way to implement it 
in the field in an impactful way. 

Results and Discussion 
 
Rodent model infection 

With the optimized design of the nano-pill and 
delivery system, the mosquito/mice model was 
scaled up for statistically meaningful results and full 
cycle impact assessment of parasites intensity and 
transmission, at different stages and using two 
different orthogonal methods for quantification: 
fluorescence and microscope counting. To assess the 
pharmacodynamics of the nano-pill with the carrier 
drug (mainly pentamidine) two different regimes 
were tested in parallel: pre and post-infection 
feeding; and only post-infection feeding. Both where 
designed with multiple controls (drug only, infected 
and non-infected mosquitoes) and different 
concentrations and critical time-points to determine 
dose response curves. All the data was then 
statistically validated and few key indicators were 

determined such as oocysts and sporozoites 
intensity and prevalence (and mosquito toxicity) to 
be further used in simulation models to predict the 
optimal setup conditions and impact of 
transmission in the field (R0 and EIR). Depending 
on the regime and concentration of the nano-pill we 
were able to achieve 40 to 80% reduction of 
parasites in the oocyst stage and 80-100% of 
reduction in the sporozoite stage. One generation 
mice-mosquito-mice complete transmission cycle is 
now being assessed with the optimal concentration 
to achieve 100% transmission-blocking effect in 
laboratory conditions.  

 

Fig 1. Map of P. falciparum incidence, indicating the 
extent to which transmission needs to be reduced to 
achieve elimination. 

Single mosquito experiments 

New method to assess pharmacokinetics of nano-
pills in single mosquito using fluorescence and mass 
spectrometry and a unique 96 well plate setup with 
parafilm. By feeding different nano-pill doses and 
fluorescent loadings; bite frequency, Cmax, and 
excretion can be determined for every mosquito and 
different time points. This data will then lead to a 
better understanding of the ADMET profile of the 
nano-pills and extrapolate the best conditions for 
different antimalarial drugs in the transmission-
blocking portfolio.  

 

Fig. 2 Single Anopheles midgut with fluorescent nano-pills 
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Testing trap setups and layout in the field  

Field work was made with commercial traps and the 
optimized setup for nano-pills delivery. Attraction, 
feeding behavior and flight distance was tested with 
common blood sucking mosquitoes found in 
Switzerland, in different locations and habitats. 
Variations in feeding medium (liquid or solid) and 
using different food dies as markers enabled to 
optimize the setup and estimate important 
parameters to use in future simulations. 

 

Fig. 3 Scheme of traps (A, B) and feeding sources, red or 
green  (1-4), used in the field, to simulate the exophilic 
behaviour of mosquitoes.  

Models and Simulation 

The ultimate goal of the project is to develop a tool 
that can be used in combination of many others 
already in used or being studied. The best way for a 
successful strategy implementation is to have a 
model prediction and quantification of its impact in 
local and global settings [5]. To do this there are two   
important clinical and epidemiological metrics that 
allows us to track the disease endemicity and 
progress, are the reproductive number (R0) and the 
entomological inoculation rate (EIR).  

By using our results in the mice model transmission 
and the field trap simulations, we are trying now to 
construct models to be able to estimate the impact 

in malaria transmission at different local settings 
and in combination with other strategies.  

Summary and outlook	

The project is now in its final stages. Translation of 
the data collected, and field simulations of the 
results will then allow to estimate the impact and 
best way(s) to an eventual implementation in the 
field.  

The final outcome will then be a cross analysis and 
combination of the different knowledge gathered in 
the fields of polymer and medicinal gathered in the 
fields of polymer and medicinal chemistry, infection 
biology and mathematical modeling with the 
common thread of nanomedicine. 
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Introduction 

In this project, we are using optoelectronic 
techniques to investigate the interplay between 
nanometer sized junctions of different materials. 
Building on the expertise in our group in the field of 
molecular junctions with metal electrodes formed by 
the mechanically controlled break junction (MCBJ) 
technique [1] and graphene nanogaps created via an 
electrical breakdown process [2] we are working 
towards combining the benefits of both approaches. 
We are in particular interested in an in-depth 
understanding of optoelectronic processes at the 
interfaces of different nanoscale objects which 
provide an additional source of information 
compared to purely electrical characterization of 
these systems. 

Vacuum & Raman Setups 

Building on the development of an MCBJ setup with 
optical access (see the report of 2016) we built a 
vacuum break junction setup with optical access 
(Fig. 1a) to allow the characterization of samples 
without the influence of atmospheric contaminants. 
Because of its compact and lightweight design, it can 
be installed in a variety of optics setups such as the 
WITec Raman systems available at University of 
Basel and the Laboratory of Transport at 
Nanoscale Interfaces at Empa as well as in most 
open optics setups. The Raman system at Empa has 
the added capability to control the polarization of 
both incident and detected light. Having 
automatized a significant part of this setup allows us 
to perform full polarization dependent overnight 
mappings of samples without manual interaction.  

 

Fig. 1 a) New vacuum break junction setup (lid removed) 
installed in a WITec system with a long working distance 
objective. b) Sample layout comprised of ten individually 
contacted nanojunctions with a common gate.                   
c) Colorized SEM image of a suspended graphene junction 
for strain measurements. 

Strain in Suspended Graphene Nanojunctions & 
Determining the Crystallographic Orientation 

In order to use suspended graphene as an electrode 
material in a break junction type experiment its 
mechanical behaviour needs to be assessed. Raman 
measurements preformed on suspended graphene 
samples (Fig. 1 b/c, cf. the report 2016 for details on 
fabrication) show a reproducible redshift of the 2D 
and G peaks upon bending of the sample.  

 

Fig. 2 a) Redshift of the 2D and G peaks with increasing 
strain from bottom to top. b) At higher strain levels, a 
splitting of the G-peak can be observed and fitted by two 
Lorentzians. c) Polarization dependent measurements 
show a clear intensity variation for the two vibrational 
modes comprising the G-peak under strain. d) Gate-
dependent conductance measurement of a suspended 
graphene device for increasing strain levels. 

At higher strain levels a splitting of the otherwise 
degenerate vibrational modes along and 
perpendicular to the strain direction can be 
observed (Fig. 2b). These modes, indicated G+/-, 
exhibit a strongly polarization dependent Raman 
intensity. From the polar plot in Fig. 2c) we can 
extract the orientation of the graphene lattice [3] 
directly on the sample, which otherwise is difficult. 
This knowledge is relevant to understanding the 
interaction of graphene with molecules at a later 
stage e.g. via covalent bonds at graphene edges or 
with anchoring groups based on π-π stacking. 
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Transport in Suspended Graphene 

Being able to optically characterize suspended 
graphene samples we have started to perform 
electrical measurements. Strain dependent effects 
on transport are being investigated in collaboration 
with Lujun Wang & colleagues (SNI Project 1504). 
By measuring under vacuum conditions, we could 
achieve graphene devices with a charge neutrality 
point at low gate voltages. This allows us to observe 
the effects of strain for both hole and electron 
transport regimes (Fig. 2d).  The data acquired so 
far show a small change in conductivity, however 
higher mobility graphene samples are needed to 
properly distinguish effects of contact resistance 
from changes in charge carrier mobility. Two 
approaches, current annealing [4] and encap-
sulation with boron nitride are currently being 
investigated (see report of project 1504). The 
fabrication & measurement techniques established 
here can in principle be applied to studying strain 
effects in other 2D materials as well. 

Investigation of Bottom up Synthesized 
Graphene Nanoribbons  

Having established the characterization of 
suspended graphene we started to investigate 
functional units that can be contacted in this 
geometry. Atomically precise graphene nanoribbons 
(GNRs) can be synthesized from specifically 
designed molecular precursors [5]. The lateral 
confinement of charge carriers in GNRs leads to a 
width-dependent gap in the electronic density of 
states which can be chemically tuned through the 
design of precursor molecules. With lengths of 
several tens of nanometers we expect that GNRs will 
be easier to contact via π- π-stacking than most 
molecules, possibly also exhibiting smaller junction 
resistances. GNRs have interesting optical 
properties as confirmed by the recent observations 
of photo- and electroluminescence [6, 7].  

As a starting point, we investigated the transfer 
process from the growth substrate to a sample. 
Figure 3 shows a cascade of Raman spectra acquired 
on aligned GNRs transferred to a metal substrate. 
The polarization dependent intensity shows that the 
alignment of GNRs is preserved during transfer and 
the visibility of the width-dependent breathing-like 
mode confirms overall structural integrity. 

 

Fig. 3 a) Cascade of Raman spectra on aligned GNRs for 
different polarizations. b) Polarization dependent 
intensity of the G-mode at ~1600 rel. cm-1. 

Summary and Outlook 

We have successfully established the optoelectronic 
characterization of suspended graphene devices and 
continue optimizing the mobility to investigate 
strain related effects in collaboration with SNI 
Project 1504. Moreover, we have an ongoing 
collaboration with Svenja Neumann in the group of 
O. Wenger for MCBJ measurements of molecules. 
Having demonstrated the successful transfer of 
GNRs onto substrates we are now moving towards 
contacting and suspending GNRs and other (macro) 
molecules on devices with graphene electrodes. 
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Introduction 

In this project, we are using optoelectronic 
techniques to investigate the interplay between 
nanometer sized junctions of different materials. 
Building on the expertise in our group in the field of 
molecular junctions with metal electrodes formed by 
the mechanically controlled break junction (MCBJ) 
technique [1] and graphene nanogaps created via an 
electrical breakdown process [2] we are working 
towards combining the benefits of both approaches. 
We are in particular interested in an in-depth 
understanding of optoelectronic processes at the 
interfaces of different nanoscale objects which 
provide an additional source of information 
compared to purely electrical characterization of 
these systems. 

Vacuum & Raman Setups 

Building on the development of an MCBJ setup with 
optical access (see the report of 2016) we built a 
vacuum break junction setup with optical access 
(Fig. 1a) to allow the characterization of samples 
without the influence of atmospheric contaminants. 
Because of its compact and lightweight design, it can 
be installed in a variety of optics setups such as the 
WITec Raman systems available at University of 
Basel and the Laboratory of Transport at 
Nanoscale Interfaces at Empa as well as in most 
open optics setups. The Raman system at Empa has 
the added capability to control the polarization of 
both incident and detected light. Having 
automatized a significant part of this setup allows us 
to perform full polarization dependent overnight 
mappings of samples without manual interaction.  
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objective. b) Sample layout comprised of ten individually 
contacted nanojunctions with a common gate.                   
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Strain in Suspended Graphene Nanojunctions & 
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In order to use suspended graphene as an electrode 
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mechanical behaviour needs to be assessed. Raman 
measurements preformed on suspended graphene 
samples (Fig. 1 b/c, cf. the report 2016 for details on 
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and G peaks upon bending of the sample.  
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Transport in Suspended Graphene 

Being able to optically characterize suspended 
graphene samples we have started to perform 
electrical measurements. Strain dependent effects 
on transport are being investigated in collaboration 
with Lujun Wang & colleagues (SNI Project 1504). 
By measuring under vacuum conditions, we could 
achieve graphene devices with a charge neutrality 
point at low gate voltages. This allows us to observe 
the effects of strain for both hole and electron 
transport regimes (Fig. 2d).  The data acquired so 
far show a small change in conductivity, however 
higher mobility graphene samples are needed to 
properly distinguish effects of contact resistance 
from changes in charge carrier mobility. Two 
approaches, current annealing [4] and encap-
sulation with boron nitride are currently being 
investigated (see report of project 1504). The 
fabrication & measurement techniques established 
here can in principle be applied to studying strain 
effects in other 2D materials as well. 
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width-dependent gap in the electronic density of 
states which can be chemically tuned through the 
design of precursor molecules. With lengths of 
several tens of nanometers we expect that GNRs will 
be easier to contact via π- π-stacking than most 
molecules, possibly also exhibiting smaller junction 
resistances. GNRs have interesting optical 
properties as confirmed by the recent observations 
of photo- and electroluminescence [6, 7].  

As a starting point, we investigated the transfer 
process from the growth substrate to a sample. 
Figure 3 shows a cascade of Raman spectra acquired 
on aligned GNRs transferred to a metal substrate. 
The polarization dependent intensity shows that the 
alignment of GNRs is preserved during transfer and 
the visibility of the width-dependent breathing-like 
mode confirms overall structural integrity. 

 

Fig. 3 a) Cascade of Raman spectra on aligned GNRs for 
different polarizations. b) Polarization dependent 
intensity of the G-mode at ~1600 rel. cm-1. 

Summary and Outlook 

We have successfully established the optoelectronic 
characterization of suspended graphene devices and 
continue optimizing the mobility to investigate 
strain related effects in collaboration with SNI 
Project 1504. Moreover, we have an ongoing 
collaboration with Svenja Neumann in the group of 
O. Wenger for MCBJ measurements of molecules. 
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contacting and suspending GNRs and other (macro) 
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Introduction  

There is a resurgence of interest in 2-dimensional 
(2D) materials ignited by the discovery of graphene 
and fueled by the importance of this type of 
materials for a range of applications. This has 
prompted scientists to develop a variety of bottom-
up design strategies for the production of 
monomolecular layers with precise control of the 
organization of the constitutive building blocks at 
the molecular level.  

This PhD project aims to develop a novel approach 
for the design of supramolecular layers with an 
atomically precise architecture and thickness on 
solid surfaces. It stems from findings achieved by 
the project partners on the stabilization of 
Langmuir-Blodgett (LB) films through a self-
assembly process using supramolecular clips [1]. We 
have recently demonstrated that carefully designed 
calixarene synthons can be used to produce crys-
talline two-dimensional networks through coord-
ination, of Cu(II) ions at the air water interface. The 
so-produced layers can be transferred on hydro-
phobic solid surfaces using the Langmuir-Schaeffer 
method without losing the crystallinity [2].  

These encouraging results prompted us to further 
explore the possibility to produce crystalline 2D 
networks exploiting non-covalent dipole-dipole 
interactions instead of a metal coordination node. 
To that end, we designed a novel calixarene building 
block. Calixarenes are a class of macrocyclic 
molecules widely studied in Supramolecular 
Chemistry. Produced by the base-catalyzed reaction 
of p-tert-Bu-phenol and formaldehyde, they 
represent a class of macrocyclic skeletons that can 
be modified à façon to synthesize designer 
amphiphiles [3]. In the present project, a 
calix[4]arene derivative possessing short n-propyl 
chains at the lower rim and methyl-cyano functions 
at the upper rim has been synthesized. The short 
alkyl chains are expected to lock the flexibility of the 
calixarene macrocycle in the cone conformation. 
The cyano function has been widely studied for its 
ability to form surface supported -CNNC- (dipole-
dipole) interactions and metal coordination 
networks e.g. via Cu, with moderate geometric 
constraints. Here, at the air-water interface, CN 
functions were expected to form CNNC bonds 
among neighboring calixarene molecules resulting 
in the formation of large and crystalline monolayers. 
To the best of our knowledge this new calixarene 
building block allowed to produce the first 
crystalline and self-standing supramolecular organic 

network (SON) stabilized through dipole-dipole 
interactions.  

Results 

The title compound, 1, was produced through the 
lower rim Williamson alkylation of the parent 
calix[4]arene. This derivative was then modified at 
the upper rim to introduce chloro-methyl functions 
that were further modified to produce 1 in a 
quantitative yield. The surface pressure-area 
compression isotherm of 1 has been measured by 
means of the Langmuir balance technique on pure 
water (Fig. 1). 

 

Fig. 1 Surface pressure-area compression isotherm of 1 on 
pure water and chemical structure of 1. 

The Langmuir balance study showed that 1 forms a 
stable monolayer on pure water, with a collapse 
pressure value of 28 mNm-1. The compression 
isotherm reveals a fairly complex interfacial 
behavior, with two distinct phase transitions at 3.5 
and 18 mN m-1. The area values are consistent with 
the orientation of 1 with the central pseudo-
symmetry axis orthogonal to the interface. The 
interfacial behavior of 1 has been further 
investigated using Brewster angle microscopy 
(BAM); representative micrographs are given in 
figure 2.  

From the BAM micrographs, it can be recognized 
that on pure water, the monolayer of 1 exhibits a gas 
phase prior to compression. After the first phase 
transition, distinct 2-dimensional crystalline 
domains appear. Upon further compression, the 
monolayer covers the whole available surface while 
maintaining crystallinity. The influence of different 
divalent cations on the interfacial behavior of 1 was 
tested; in no case any relevant change on the 
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compression isotherm or on the BAM images have 
been measured.  

 

Fig. 2 BAM micrographs of the monolayer of 1 on pure 
water acquired at the isotherm takeoff (a), at surface 
tensions of π=10 (b), π=15 (c) and π=20 mNm-1 (d). Scale 
bars represent 100 µm. 

The monolayer of 1 was successfully transferred 
onto highly oriented pyrolytic graphite (HOPG) by 
the Langmuir Schaefer (LS) method and at a 
transfer ratio close to unity. X-ray photoelectron 
spectroscopy (XPS) chemical analysis of 1 on HOPG 
showed only one N1s peak at 399.7 eV, a 
characteristic value of N in the CN groups. The ratio 
between of O:N is ~1, as expected from the chemical 
structure of 1, with a negligible amount of water. 

In order to further study the LS films and to 
establish a molecular model of the monolayer on 
solid surface, near-edge X-ray absorption fine 
structure (NEXAFS) measurements at the N K edge 
were carried out (Fig. 3). The spectra exhibit a very 
simple line shape consisting only of the signals of 
transitions into the π* (400.6 eV) and σ* (~425 eV) 
molecular orbitals (MOs) of the CN groups. The 
angle dependence of the π* LD is modeled as a plane 
type orbital. We find an average angle of the CN 
groups with respect to the surface normal <γ>=57 ± 
1°. 

 

Fig. 3 N K edge X-ray absorption spectra (σv + σh) and 
linear dichroism LD of the SON of 1 on HOPG. The 
transition into the unoccupied π* MOs of the CN groups is 
visible as a distinct peak at 400.6 eV (a). The integrated 
intensity of the linear dichroism of the π* signal as a 
function of the X-ray incidence angle with respect to the 
surface normal (b). 

Atomic force microscopy (AFM) investigations, 
performed on the transferred monolayer allowed 
acquiring molecular resolution images of the layer. 

The images revealed a closely packed and highly-
crystalline monolayer (Fig. 4). The layer thickness 
was measured to be 1 ± 0.4 nm in agreement with 
the dimension of one monomolecular layer of 1. 
Combining the NEXAFS, AFM and X-ray structure 
data of 1, a molecular model of the SON of 1 could 
be obtained. In this model, 1 self-assembles via 
dipole-dipole interactions and forms a crystalline 
supramolecular organic network.  

 
Fig. 4 Molecular resolution AFM images of the SON of 1 
transferred by the LS method (a). Zoom section showing 
single molecules of 1 in the network assembly  

Transmission electron microscopy (TEM) analysis 
has been conducted on the SON of 1 transferred on a 
TEM grid coated with a layer of Lacey carbon. The 
results showed that the SON of 1 is free-standing 
over an area as large as 3×3 µm. The free-standing 
layer does not show crystallinity. We attribute this 
to the absence of a substrate underneath the layer. 
Research is underway to improve our understanding 
of the structure of the monolayer of 1 and to 
investigate different molecular building blocks. 

Conclusion 

We show the first crystalline and free-standing 
supramolecular organic network layer stabilized 
mainly via dipole-dipole interactions. The molecules 
of 1 form a monocrystalline layer at the air-water 
interface that can be transferred successfully onto a 
solid substrate, without losing crystallinity. 
Combining NEXAFS, AFM and X-ray single crystal 
diffraction analyses, we have established a model 
explaining the packing of 1 at the air-water interface 
and on solid substrates. More work is underway to 
study the formation of calix[4]arene layers at the 
air-water interface and on solid substrates. 
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Interfaces of light and matter play an important role 
in quantum science and technology. In our project, 
we explore the use of laser light to interface 
ultracold atoms and a nanomechanical membrane 
oscillator [1]. The resulting hybrid atom-opto-
mechanical system offers new possibilities for 
quantum control of mechanical vibrations, precision 
sensing, and quantum-level signal transduction [2]. 
Our group reported the first experiments along 
these lines, demonstrating sympathetic cooling of a 
nanomechanical membrane by coupling to ultracold 
atoms [3]. Although impressive cooling factors of 
about 1000 were reached, the mechanical oscillator 
was still operating in the classical regime in these 
experiments, mainly because it was placed in a 
room-temperature environment. To reach the 
quantum regime of mechanical motion, we have 
developed a new membrane optomechanical system 
with improved parameters that is placed in a 
cryostat. In addition, we have developed an interface 
between laser light and the spin state of an atomic 
ensemble. To couple atoms and membrane on the 
quantum level, we have developed a novel scheme 
and analyzed it in a fully quantum mechanical 
framework, including optical losses between the two 
systems.  

Cryogenic Optomechanical Cavity 

Cryogenic operation is required to suppress the rate 
of thermal decoherence of the mechanical oscillator 
below the rate at which information about its 
quantum state can be read out. This is equivalent to 
reaching the regime of large quantum cooperativity. 
To benefit from the reduced thermal noise inside a 
cryostat a number of technical problems need to be 
solved. To avoid detrimental technical vibrations a 
quiet liquid helium flow cryostat with a base 
temperature of 4.3 K was chosen (see Fig. 1a). 
Moreover, the optomechanical cavity needs to be 
robust and stable enough to withstand thermal 
cycling and maintain alignment between the optical 
and the mechanical mode during cool-down. At the 
same time the cavity must be tuned into resonance 
with a laser whose frequency is fixed with respect to 
the atomic transition, ruling out a fully monolithic 
design. To solve this problem, we built compact and 
rigid cavities whose mirrors can be moved along the 
optical axis using piezoelectric actuators (see Fig. 1 
b). Thereby we manage to both lock the cavity at 
cryogenic temperatures and position the membrane 
at the slope of the intra-cavity intensity standing 
wave where the radiation pressure coupling is 
maximal. We will soon test the system’s 
performance via optomechanical cooling and 
optomechanical correlation measurements at low 
temperature.  

 

Fig. 1 a) Cavity on gold plated cold plate of flow cryostat 
seen from top. b) New cavity prototype for improved 
stability. The membrane chip is later placed in the gap 
between the two mirrors and aligned in situ.	

 

Fig. 2 Preliminary measurement of the Faraday rotation 
angle as a function of laser detuning from the atomic 
transition. The red line is a theoretical curve 
corresponding to an optical depth of 50. 

Atom-Light Interface 

In parallel to developing a cryogenic optomechanics 
platform another major achievement has been the 
setup of an atom-light interface based on the 
Faraday effect [4]. By sending a detuned laser beam 
through the atomic cloud this interaction allows to 
map a collective atomic spin observable onto the 
polarization of the laser. A first step was the 
measurement of the polarization rotation of the 
laser beam due to an ensemble of atomic spins all 
oriented parallel to the laser propagation axis (see 
Fig. 2). From such a measurement, one can infer the 
strength of the atom-light coupling. The figure of 
merit in this case is the optical depth, which 
amounts to a large value of 50 in our measurements, 
implying that strong coupling is achieved. We 
explored this system further by driving Rabi 
oscillations of the atomic spin and optically reading 
out its precession around a magnetic field 
orthogonal to the laser axis. In these measurements, 
we observed that spin coherence in our system is 
limited by residual gradients of the magnetic stray 
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field. This problem will be solved by magnetic 
shielding and a magnetic field compensation 
system.	

General Theory of Light-Mediated Interactions 

Working towards interfacing the atomic and the 
optomechanical system we devised a new coupling 
scheme that improved on a previous theoretical 
proposal [5] in various aspects. Not only did we 
manage to find an experimentally feasible coupling 
scheme, we also generalized the theoretical 
framework to describe systems whose interactions 
are mediated by light.	

The coupling scheme (see Fig. 3) is based on the 
cascaded interaction of the atoms and the 
membrane with a common optical mode. The atoms 
are simultaneously placed at the input and the 
output of a Mach-Zehnder interferometer with the 
optomechanical cavity in one arm. This 
configuration implements unitary transformations 
of the light field quadratures required to transmit 
information from one system to the other. Another 
simplification arises from the fact that the atoms 
now couple to a traveling optical wave instead of a 
standing wave, thereby enabling a homogeneous 
atom-light coupling and relaxing the requirements 
on the atomic trap. 

 

Fig. 3 Sketch of the new experimental scheme to couple a 
membrane oscillator in a cavity to an atomic spin.  
PBS: polarizing beam splitter, HWP: half-wave-plate. 
 
To describe the dynamics of this system we derive a 
quantum optical master equation by adiabatically 
eliminating the optical field. In doing so we can 
identify different Hamiltonian and dissipative 
terms. Apart from the known terms for coherent 
atom-membrane coupling and decoherence on the 
individual systems, we find another previously 
neglected dissipative process that we can attribute to 
information loss between the systems. Any loss can 
be interpreted as a projective measurement with 
discarded results and will therefore destroy 
coherence. This poses a severe constraint on the 
cooperativity of the hybrid system, which is 
inversely proportional to the optical loss probability 
per path from atoms to membrane or membrane to 

atoms. The cooperativity of the ideal loss-free 
system can only be approached if the losses remain 
smaller than the inverse of the atomic optical depth. 
Thanks to the design of our membrane cavity 
system, which allows for very good mode matching 
between the laser and the cavity mode and low 
losses on the optical path, we can expect overall 
losses of about 10%, resulting in a total cooperativity 
of about 4 at the experimental optical atomic depth. 
This indicates that the requirement on the 
cooperativity to exceed unity can be met, making 
our atom-membrane interface suitable for the 
implementation of quantum protocols.	
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Interfaces of light and matter play an important role 
in quantum science and technology. In our project, 
we explore the use of laser light to interface 
ultracold atoms and a nanomechanical membrane 
oscillator [1]. The resulting hybrid atom-opto-
mechanical system offers new possibilities for 
quantum control of mechanical vibrations, precision 
sensing, and quantum-level signal transduction [2]. 
Our group reported the first experiments along 
these lines, demonstrating sympathetic cooling of a 
nanomechanical membrane by coupling to ultracold 
atoms [3]. Although impressive cooling factors of 
about 1000 were reached, the mechanical oscillator 
was still operating in the classical regime in these 
experiments, mainly because it was placed in a 
room-temperature environment. To reach the 
quantum regime of mechanical motion, we have 
developed a new membrane optomechanical system 
with improved parameters that is placed in a 
cryostat. In addition, we have developed an interface 
between laser light and the spin state of an atomic 
ensemble. To couple atoms and membrane on the 
quantum level, we have developed a novel scheme 
and analyzed it in a fully quantum mechanical 
framework, including optical losses between the two 
systems.  

Cryogenic Optomechanical Cavity 

Cryogenic operation is required to suppress the rate 
of thermal decoherence of the mechanical oscillator 
below the rate at which information about its 
quantum state can be read out. This is equivalent to 
reaching the regime of large quantum cooperativity. 
To benefit from the reduced thermal noise inside a 
cryostat a number of technical problems need to be 
solved. To avoid detrimental technical vibrations a 
quiet liquid helium flow cryostat with a base 
temperature of 4.3 K was chosen (see Fig. 1a). 
Moreover, the optomechanical cavity needs to be 
robust and stable enough to withstand thermal 
cycling and maintain alignment between the optical 
and the mechanical mode during cool-down. At the 
same time the cavity must be tuned into resonance 
with a laser whose frequency is fixed with respect to 
the atomic transition, ruling out a fully monolithic 
design. To solve this problem, we built compact and 
rigid cavities whose mirrors can be moved along the 
optical axis using piezoelectric actuators (see Fig. 1 
b). Thereby we manage to both lock the cavity at 
cryogenic temperatures and position the membrane 
at the slope of the intra-cavity intensity standing 
wave where the radiation pressure coupling is 
maximal. We will soon test the system’s 
performance via optomechanical cooling and 
optomechanical correlation measurements at low 
temperature.  

 

Fig. 1 a) Cavity on gold plated cold plate of flow cryostat 
seen from top. b) New cavity prototype for improved 
stability. The membrane chip is later placed in the gap 
between the two mirrors and aligned in situ.	

 

Fig. 2 Preliminary measurement of the Faraday rotation 
angle as a function of laser detuning from the atomic 
transition. The red line is a theoretical curve 
corresponding to an optical depth of 50. 

Atom-Light Interface 

In parallel to developing a cryogenic optomechanics 
platform another major achievement has been the 
setup of an atom-light interface based on the 
Faraday effect [4]. By sending a detuned laser beam 
through the atomic cloud this interaction allows to 
map a collective atomic spin observable onto the 
polarization of the laser. A first step was the 
measurement of the polarization rotation of the 
laser beam due to an ensemble of atomic spins all 
oriented parallel to the laser propagation axis (see 
Fig. 2). From such a measurement, one can infer the 
strength of the atom-light coupling. The figure of 
merit in this case is the optical depth, which 
amounts to a large value of 50 in our measurements, 
implying that strong coupling is achieved. We 
explored this system further by driving Rabi 
oscillations of the atomic spin and optically reading 
out its precession around a magnetic field 
orthogonal to the laser axis. In these measurements, 
we observed that spin coherence in our system is 
limited by residual gradients of the magnetic stray 
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field. This problem will be solved by magnetic 
shielding and a magnetic field compensation 
system.	

General Theory of Light-Mediated Interactions 

Working towards interfacing the atomic and the 
optomechanical system we devised a new coupling 
scheme that improved on a previous theoretical 
proposal [5] in various aspects. Not only did we 
manage to find an experimentally feasible coupling 
scheme, we also generalized the theoretical 
framework to describe systems whose interactions 
are mediated by light.	

The coupling scheme (see Fig. 3) is based on the 
cascaded interaction of the atoms and the 
membrane with a common optical mode. The atoms 
are simultaneously placed at the input and the 
output of a Mach-Zehnder interferometer with the 
optomechanical cavity in one arm. This 
configuration implements unitary transformations 
of the light field quadratures required to transmit 
information from one system to the other. Another 
simplification arises from the fact that the atoms 
now couple to a traveling optical wave instead of a 
standing wave, thereby enabling a homogeneous 
atom-light coupling and relaxing the requirements 
on the atomic trap. 

 

Fig. 3 Sketch of the new experimental scheme to couple a 
membrane oscillator in a cavity to an atomic spin.  
PBS: polarizing beam splitter, HWP: half-wave-plate. 
 
To describe the dynamics of this system we derive a 
quantum optical master equation by adiabatically 
eliminating the optical field. In doing so we can 
identify different Hamiltonian and dissipative 
terms. Apart from the known terms for coherent 
atom-membrane coupling and decoherence on the 
individual systems, we find another previously 
neglected dissipative process that we can attribute to 
information loss between the systems. Any loss can 
be interpreted as a projective measurement with 
discarded results and will therefore destroy 
coherence. This poses a severe constraint on the 
cooperativity of the hybrid system, which is 
inversely proportional to the optical loss probability 
per path from atoms to membrane or membrane to 

atoms. The cooperativity of the ideal loss-free 
system can only be approached if the losses remain 
smaller than the inverse of the atomic optical depth. 
Thanks to the design of our membrane cavity 
system, which allows for very good mode matching 
between the laser and the cavity mode and low 
losses on the optical path, we can expect overall 
losses of about 10%, resulting in a total cooperativity 
of about 4 at the experimental optical atomic depth. 
This indicates that the requirement on the 
cooperativity to exceed unity can be met, making 
our atom-membrane interface suitable for the 
implementation of quantum protocols.	

References 

[1] M. Aspelmeyer, P. Meystre, and K. Schwab, 
Quantum optomechanics, Phys. Today 65, 29 
(July, 2012) 

[2] P. Treutlein, C. Genes, K. Hammerer, M. 
Poggio, and P. Rabl, Hybrid Mechanical 
Systems, in “Cavity Optomechanics” (eds M. 
Aspelmeyer, T. Kippenberg, and F. Marquardt) 
327–351 (Springer, 2014) 

[3] A. Jöckel, A. Faber, T. Kampschulte, M. 
Korppi, M. T. Rakher, and P. Treutlein, 
Sympathetic cooling of a membrane oscillator 
in a hybrid mechanical–atomic system, Nat. 
Nanotechnol., 10, 55–59 (2015) 

[4] M. Kubasik, M. Koschorreck, M. Napolitano, S. 
R. de Echaniz, H. Crepaz, J. Eschner, E.S. 
Polzik, and M.W. Mitchell, Polarization-based 
light-atom quantum interface with an all-
optical trap, Phys. Rev. A 79, 043815 (2009) 

[5] B. Vogell, T. Kampschulte, M.T. Rakher, A. 
Faber, P. Treutlein, K. Hammerer, and P. 
Zoller, Long distance coupling of a quantum 
mechanical oscillator to the internal states of 
an atomic ensemble, New J of Phys 17, 
034044 (2015)	



48

Project P1310   

Functionalized elastomeric nanofluidic 
systems 
Project P1310 Plasmonic sensing in biomimetic nanopores 
Project Leader: Y. Ekinci and R.Y.H. Lim 
Collaborator: D. Sharma (SNI PhD Student) 
 
 
Introduction 

Geometry-induced electrostatic (GIE) trapping has 
emerged as a robust method for the passive trapping 
and manipulation of charged nanoparticles. It 
provides a controlled fluidic environment for high 
throughput contact-free confinement of nano-
particles in the range of 150 nm to 10 nm [1-5]. GIE-
trapping relies on the geometry of the fluidic device 
and on the electrostatic repulsion between charged 
surface of the fluidic device and the charged 
nanoparticles [3]. To acquire charged surface GIE-
trapping devices are mainly fabricated using 
SiO2-based substrates such as glass [2, 3], silicon [1, 
4], and PDMS [6]. These substrates have silanol 
groups on the surface, which go through 
self-deprotonation in presence of aqueous solution 
(pH > 2) [7] and result in a negatively charged 
surface. Thus, SiO2 substrate-based fluidic devices 
can be used for negatively charged nanoparticles. 
However, for use in positively charged particle 
trapping, the device surface requires modification to 
a positively charged surface through surface 
functionalization. 

In our previous work, we have demonstrated the 
functionalization of glass-based nanofluidic devices 
using polyelectrolytes i.e. poly(ethylene imine) (PEI) 
and its application for trapping of positively charged 
nanoparticles [3]. The fabricated GIE-trapping 
fluidic device comprises of two buffers supplying 
microchannels, which are connected via nano-
channels that are embedded with nanopockets. 
Surface functionalization of a glass-based nano-
fluidic device can only be performed after 
developing final device (Fig. 1). This process is time 
consuming and takes ~ 5 days to prepare a single 
device for experiment due to diffusion based buffer 
exchange and slow drying process (Fig. 2). Thus, to 
reduce fabrication and functionalization time of 
GIE-trapping nanofluidic devices, we present here 
functionalization of polydimethylsiloxane (PDMS) 
based fluidic devices, which substantially increase 
the throughput of the fabrication in comparison to 
that for the glass or silicon-based devices.  As shown 
in figure 3, surface modification of PDMS-based 
devices can be performed before the assembly of 
final GIE-trapping device. For the functionalization 
process, cationic (PEI) and anionic polyelectrolyte 
i.e. poly(styrenesulfonate) were used to achieve final 
negatively charged surface.  

As published in our recent work, for PDMS-based 
nanofluidic device a PDMS mold is fabricated using 
soft lithography and bound to a cover glass after air 
plasma activation of both glass and PDMS mold 
surface. In PDMS-based devices, the nanoparticle 
solution is loaded to nanochannels in PDMS mold  

	
Fig. 1 Fabrication and development of glass-based GIE-
trapping nanofluidic device using state of art lithography 
processes. The final GIE-trapping nanofluidic device is 
developed using thermal binding of patterned glass and a 
cover glass. For buffer exchange in/out ports of the fluidic 
device are attached to needles using glue.  

	
Fig. 2 Schematics of surface functionalization of 
nanochannels and nanopockets inside a nanofluidic 
device: (a) Injection of cationic polyelectrolyte solution in 
nanochannels via capillary force. (b) Adsorption of 
cationic polymers on a glass surface. (c) Washing away 
non-adsorbed polyelectrolyte by flushing de-ionized 
water through nanochannels via diffusion process. (d) 
Drying of nanochannels and nanopockets by flushing N2 
gas from one side and sucking out water and air from the 
other side of nanochannel. 

prior to PDMS mold and glass binding [6]. For 
surface functionalization both PDMS mold and 
cover glass is functionalized with cationic and 
anionic polyelectrolytes, as shown in figure 3, to 
achieve first a positive surface and then a negative 
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surface. Both functionalized PDMS mold and cover 
glass were bound together after nanoparticle 
solution loading to the PDMS mold. The flexibility of 
functionalizing both PDMS and glass part of the 
PDMS-based nanofluidic device makes the surface 
modification step much faster and allows for 
multi-layer functionalization to attain homogeneous 
surface charge density. 

	
Fig. 3 Schematics of surface functionalization of PDMS 
based nanofluidic device using polyelectrolytes: PDMS 
mold and two cover glasses were functionalized using 
cationic and anionic polyelectrolyte as sequentially. After 
functionalization nanoparticle solution was injected into 
nanochannels and both PDMS mold and cover glass were 
pressed together to achieve final device. 

We performed experiments with two-layer (PEI & 
PSS) functionalized PDMS nanofluidic device for 
single negatively charged 80 nm diameter gold 
nanoparticle (Au NPs) trapping. To compare 
experimental results and homogeneity of the 
obtained functionalized surface, similar experiments 
were performed using non-functionalized PDMS 
devices. In both experiments trapped particles were 
imaged using interferometric scattering detection 
(iSCAT) method and collected images were fitted 
with the Gaussian profile to obtain particle-center 
and its frame-by-frame displacement. Using the 
trajectory of the trapped particle mean square 
displacement (MSD) value (Fig. 4) and stiffness 
constant for the nano-trap was calculated. MSD(xy) 
values at plateau is related to stiffness constant of 
nano trap by 𝑀𝑀𝑀𝑀𝑀𝑀(%&) = 4𝑘𝑘+𝑇𝑇/𝑘𝑘(%&).  

Stiffness values were calculated for both layers 
functionalized and non-functionalized PDMS 
devices. Results show comparable stiffness values 
for trapped single nanoparticle before and after 
device functionalization (Fig. 5). This denotes 
successful functionalization of nano-structures as 
well as opens up a new direction of device 

application where a controlled and selective 
functionalization can bring possibility to trap both 
positive and negative single nanoparticles in the 
same device.  

	
Fig. 4 The trajectory of a trapped particle inside a 500 nm 
nanopocket. The displacement of the particle inside the 
nanopocket from frame to frame is used to calculate mean 
square displacement plot.  

	
Fig. 5 Stiffness constant value range of trapped single 
80 nm gold nanoparticles for 200 nm and 500 nm 
pockets. Experimental values were obtained for 
two-layers functionalized and non-functionalized PDMS 
nanofluidic device. Obtained stiffness values for 
functionalized device is comparable to native PDMS 
device demonstrating homogeneous and successful 
functionalization.  
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Introduction 

Geometry-induced electrostatic (GIE) trapping has 
emerged as a robust method for the passive trapping 
and manipulation of charged nanoparticles. It 
provides a controlled fluidic environment for high 
throughput contact-free confinement of nano-
particles in the range of 150 nm to 10 nm [1-5]. GIE-
trapping relies on the geometry of the fluidic device 
and on the electrostatic repulsion between charged 
surface of the fluidic device and the charged 
nanoparticles [3]. To acquire charged surface GIE-
trapping devices are mainly fabricated using 
SiO2-based substrates such as glass [2, 3], silicon [1, 
4], and PDMS [6]. These substrates have silanol 
groups on the surface, which go through 
self-deprotonation in presence of aqueous solution 
(pH > 2) [7] and result in a negatively charged 
surface. Thus, SiO2 substrate-based fluidic devices 
can be used for negatively charged nanoparticles. 
However, for use in positively charged particle 
trapping, the device surface requires modification to 
a positively charged surface through surface 
functionalization. 

In our previous work, we have demonstrated the 
functionalization of glass-based nanofluidic devices 
using polyelectrolytes i.e. poly(ethylene imine) (PEI) 
and its application for trapping of positively charged 
nanoparticles [3]. The fabricated GIE-trapping 
fluidic device comprises of two buffers supplying 
microchannels, which are connected via nano-
channels that are embedded with nanopockets. 
Surface functionalization of a glass-based nano-
fluidic device can only be performed after 
developing final device (Fig. 1). This process is time 
consuming and takes ~ 5 days to prepare a single 
device for experiment due to diffusion based buffer 
exchange and slow drying process (Fig. 2). Thus, to 
reduce fabrication and functionalization time of 
GIE-trapping nanofluidic devices, we present here 
functionalization of polydimethylsiloxane (PDMS) 
based fluidic devices, which substantially increase 
the throughput of the fabrication in comparison to 
that for the glass or silicon-based devices.  As shown 
in figure 3, surface modification of PDMS-based 
devices can be performed before the assembly of 
final GIE-trapping device. For the functionalization 
process, cationic (PEI) and anionic polyelectrolyte 
i.e. poly(styrenesulfonate) were used to achieve final 
negatively charged surface.  

As published in our recent work, for PDMS-based 
nanofluidic device a PDMS mold is fabricated using 
soft lithography and bound to a cover glass after air 
plasma activation of both glass and PDMS mold 
surface. In PDMS-based devices, the nanoparticle 
solution is loaded to nanochannels in PDMS mold  

	
Fig. 1 Fabrication and development of glass-based GIE-
trapping nanofluidic device using state of art lithography 
processes. The final GIE-trapping nanofluidic device is 
developed using thermal binding of patterned glass and a 
cover glass. For buffer exchange in/out ports of the fluidic 
device are attached to needles using glue.  

	
Fig. 2 Schematics of surface functionalization of 
nanochannels and nanopockets inside a nanofluidic 
device: (a) Injection of cationic polyelectrolyte solution in 
nanochannels via capillary force. (b) Adsorption of 
cationic polymers on a glass surface. (c) Washing away 
non-adsorbed polyelectrolyte by flushing de-ionized 
water through nanochannels via diffusion process. (d) 
Drying of nanochannels and nanopockets by flushing N2 
gas from one side and sucking out water and air from the 
other side of nanochannel. 

prior to PDMS mold and glass binding [6]. For 
surface functionalization both PDMS mold and 
cover glass is functionalized with cationic and 
anionic polyelectrolytes, as shown in figure 3, to 
achieve first a positive surface and then a negative 
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surface. Both functionalized PDMS mold and cover 
glass were bound together after nanoparticle 
solution loading to the PDMS mold. The flexibility of 
functionalizing both PDMS and glass part of the 
PDMS-based nanofluidic device makes the surface 
modification step much faster and allows for 
multi-layer functionalization to attain homogeneous 
surface charge density. 

	
Fig. 3 Schematics of surface functionalization of PDMS 
based nanofluidic device using polyelectrolytes: PDMS 
mold and two cover glasses were functionalized using 
cationic and anionic polyelectrolyte as sequentially. After 
functionalization nanoparticle solution was injected into 
nanochannels and both PDMS mold and cover glass were 
pressed together to achieve final device. 

We performed experiments with two-layer (PEI & 
PSS) functionalized PDMS nanofluidic device for 
single negatively charged 80 nm diameter gold 
nanoparticle (Au NPs) trapping. To compare 
experimental results and homogeneity of the 
obtained functionalized surface, similar experiments 
were performed using non-functionalized PDMS 
devices. In both experiments trapped particles were 
imaged using interferometric scattering detection 
(iSCAT) method and collected images were fitted 
with the Gaussian profile to obtain particle-center 
and its frame-by-frame displacement. Using the 
trajectory of the trapped particle mean square 
displacement (MSD) value (Fig. 4) and stiffness 
constant for the nano-trap was calculated. MSD(xy) 
values at plateau is related to stiffness constant of 
nano trap by 𝑀𝑀𝑀𝑀𝑀𝑀(%&) = 4𝑘𝑘+𝑇𝑇/𝑘𝑘(%&).  

Stiffness values were calculated for both layers 
functionalized and non-functionalized PDMS 
devices. Results show comparable stiffness values 
for trapped single nanoparticle before and after 
device functionalization (Fig. 5). This denotes 
successful functionalization of nano-structures as 
well as opens up a new direction of device 

application where a controlled and selective 
functionalization can bring possibility to trap both 
positive and negative single nanoparticles in the 
same device.  

	
Fig. 4 The trajectory of a trapped particle inside a 500 nm 
nanopocket. The displacement of the particle inside the 
nanopocket from frame to frame is used to calculate mean 
square displacement plot.  

	
Fig. 5 Stiffness constant value range of trapped single 
80 nm gold nanoparticles for 200 nm and 500 nm 
pockets. Experimental values were obtained for 
two-layers functionalized and non-functionalized PDMS 
nanofluidic device. Obtained stiffness values for 
functionalized device is comparable to native PDMS 
device demonstrating homogeneous and successful 
functionalization.  
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Introduction 

Stereotypic spreading of protein aggregation 
through the nervous system is a hallmark of many 
neurodegenerative diseases. For the Parkinson’s 
disease (PD) evidence accumulates that ‘structural 
information’ for α-synuclein (α-syn) is transmitted 
between cells, leading to the typical protein 
aggregation in the target cell. A prion-like 
proliferation of ‘structural strains’ is a potential 
mechanism for the disease progression. However, 
the mechanism how such ‘infectious’ nanoparticles 
are transmitted from one cell to the next is 
unknown.  

This project aims to study this proliferation of 
protein aggregates by combining two technologies: 
(i) Microfluidic cell cultures: Here neuron-like cells 
are cultivated in microfluidic chips, enforcing a 
defined geometrical arrangement of differentiated 
cells. Two chambers hosting the cell bodies are 
connected via narrow channels only allowing the 
growth of neurites between the chambers (Fig. 1). 
(ii) Microfluidic protein fishing, labeling and 
sample preparation for electron microscopy (EM): 
This new technology allows the specific isolation of 
untagged target proteins directly combined with EM 
grid preparation (Fig. 2 & 3). Importantly, this 
method does not only allow the detection of target 
proteins, but also provides structural information, 
therefore allowing detecting different ‘structural 
strains’. 

(i) Microfluidic cell cultures 

To study the prion like cell-intrusion and spreading 
of protein aggregation of α-syn, we use the Lund 
human mesencephalic (LUHMES) cell line, which 
can be differentiated to dopaminergic-like neurons 
[1]. To enforce two spatially separated cell 
populations, such as diseased and healthy cells, we 
use microfluidic chips as shown in figure 1. These 
chips now allow to ‘infect’ cells in one compartment 
and with α-syn filament fragments and to observe 
the spreading of the α-syn aggregation via the 
neuritis to calls at the other side of the chip by 
‘seeding and transmission’ experiments. 

These experiments are now analyzed by classical 
methods, e.g., fluorescence light microscopy. 
However, today’s biophysical and biochemical 
methods can trace the presence of proteins, but do 
not allow detecting and monitoring the structural 
arrangement of the involved proteins or structural 
strains. Visual proteomics [2, 3] promises to 

overcome these limitations and complements 
classical analysis methods. 

 
Fig. 1 LUHMES cells differentiated for 12 days in a 2nd 
generation microfluidic chip. The inset shows the 
arrangement of the different compartments of the chip; 
the red rectangle indicates the region of the light 
microscopy (LM) image. Cell somas are grown in two 
separated compartments (1a&b). The LM image is shown 
with the DAPI fluorescence label (yellow) of the nuclei. 
Narrow channels (2) with a width and height of approx. 
3 µm allow the outgrowth of neuritis only, visible as 
shaded lines in the DIC image (few are labeled by 
arrows). The central channel (3) in the middle allows 
dendrite growth and serves as meeting area between cells 
from the upper (1b) and lower cell deposition regions (1a). 
Scale bar reads 10 µm. 

(ii) Targeted visual proteomics 

Only tiny amounts of cells can be harvested by 
‘seeding and transmission experiments’. Therefore, 
cell harvesting, protein isolation and sample 
preparation for EM must be miniaturized, 
automated and able to handle nanolitersized 
volumes.  We developed a simple but versatile 
toolset for EM grid preparation for negative stain [2] 
and cryo-EM [3]. We also developed a microfluidic 
protein fishing method [4], which is now directly 
integrated into the set-up for EM grid preparation 
called cryoWriter.  

This method is using antibody for target protein 
recognition and binding. These antibodies are 
coupled to superparamagnetic particles. We are 
using two forms of this composite material, 
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depending of the experiment and purpose: First, 
larger magnetic particles (Fig. 2a). These particles 
are too large for electron microscopy. Here, the 
antibody is coupled via a photo-cleavable cross-
linker. Second, superparamagnetic nanoparticles (12 
to 30 nm in diameter) are employed (Fig. 2b). Often, 
the antibody is directly linked to the particle and 
serves as electron-dense label in the EM for 
diagnostic purposes. A magnetic trap can 
immobilize both particle types in our microfluidic 
systems. Figure 3 explains to individual steps for 
microfluidic protein isolation, and figure 4 shows 
the integration of the magnetic trap in the 
cryoWriter set-up. 

 
Fig. 2 Capturing antibodies linked to super-paramagnetic 
particles. (a) Antibody bound to super-paramagnetic 
particles via a photo-cleavable crosslinker. (b) The 
antibody is linked to the nanoparticles (diameter 12 to 
30 nm), which serve as electro-dense label in the EM. (1a) 
Large latex bead spiked with super paramagnetic 
particles. (1b) Superparamagnetic nanoparticle. 
(2) Photo-cleavable crosslinker. (3) Capturing antibody. 
(4) Target protein. 

 

Fig. 3 Isolation of protein complexes using a magnetic 
trap and super-paramagnetic nanoparticles: (a) 
Magnetic beads or nanoparticles are trapped in a 
microcapillary by a magnetic field gradient, created by 
external magnets. (b) Cell lysate is flushed across the 
trapped particles, and the target protein binds to the 

capturing antibodies. (c) Non-bound lysate components 
are flushed away. (d) Only the captured target protein 
bound to magnetic beads or nanoparticles remains inside 
the magnetic trap. (e) Illumination with UV light breaks 
the photo-cleavable crosslinker, the isolated and purified 
target protein can be removed from the microcapillary 
and deposited on an EM grid (f). Alternatively, the target 
protein coupled to magnetic nanoparticles can be applied 
on an EM grid together. The magnetic nanoparticles thus 
serve as electron dense labels for diagnostic purposes.  

 

Fig. 4 Integration of the miniaturized magnetic trap in the 
cryoWriter set-up for EM grid preparation. a) Overview. 
(1) Dew point station and EM-grid for EM-grid 
preparation. b) Detailed view of the magnetic trap (un-
mounted from the set-up). (2) Electromagnet. (3) 
Observation camera and optics to observe the trapping of 
super-paramagnetic particles via a mirror. (4) 
Illumination system to photo-cleave linkers. (5) Motor to 
co-move the trap with the nozzle. This allows to exchange 
buffers without releasing or moving the particle-plug. 
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Introduction 

Stereotypic spreading of protein aggregation 
through the nervous system is a hallmark of many 
neurodegenerative diseases. For the Parkinson’s 
disease (PD) evidence accumulates that ‘structural 
information’ for α-synuclein (α-syn) is transmitted 
between cells, leading to the typical protein 
aggregation in the target cell. A prion-like 
proliferation of ‘structural strains’ is a potential 
mechanism for the disease progression. However, 
the mechanism how such ‘infectious’ nanoparticles 
are transmitted from one cell to the next is 
unknown.  

This project aims to study this proliferation of 
protein aggregates by combining two technologies: 
(i) Microfluidic cell cultures: Here neuron-like cells 
are cultivated in microfluidic chips, enforcing a 
defined geometrical arrangement of differentiated 
cells. Two chambers hosting the cell bodies are 
connected via narrow channels only allowing the 
growth of neurites between the chambers (Fig. 1). 
(ii) Microfluidic protein fishing, labeling and 
sample preparation for electron microscopy (EM): 
This new technology allows the specific isolation of 
untagged target proteins directly combined with EM 
grid preparation (Fig. 2 & 3). Importantly, this 
method does not only allow the detection of target 
proteins, but also provides structural information, 
therefore allowing detecting different ‘structural 
strains’. 

(i) Microfluidic cell cultures 

To study the prion like cell-intrusion and spreading 
of protein aggregation of α-syn, we use the Lund 
human mesencephalic (LUHMES) cell line, which 
can be differentiated to dopaminergic-like neurons 
[1]. To enforce two spatially separated cell 
populations, such as diseased and healthy cells, we 
use microfluidic chips as shown in figure 1. These 
chips now allow to ‘infect’ cells in one compartment 
and with α-syn filament fragments and to observe 
the spreading of the α-syn aggregation via the 
neuritis to calls at the other side of the chip by 
‘seeding and transmission’ experiments. 

These experiments are now analyzed by classical 
methods, e.g., fluorescence light microscopy. 
However, today’s biophysical and biochemical 
methods can trace the presence of proteins, but do 
not allow detecting and monitoring the structural 
arrangement of the involved proteins or structural 
strains. Visual proteomics [2, 3] promises to 

overcome these limitations and complements 
classical analysis methods. 

 
Fig. 1 LUHMES cells differentiated for 12 days in a 2nd 
generation microfluidic chip. The inset shows the 
arrangement of the different compartments of the chip; 
the red rectangle indicates the region of the light 
microscopy (LM) image. Cell somas are grown in two 
separated compartments (1a&b). The LM image is shown 
with the DAPI fluorescence label (yellow) of the nuclei. 
Narrow channels (2) with a width and height of approx. 
3 µm allow the outgrowth of neuritis only, visible as 
shaded lines in the DIC image (few are labeled by 
arrows). The central channel (3) in the middle allows 
dendrite growth and serves as meeting area between cells 
from the upper (1b) and lower cell deposition regions (1a). 
Scale bar reads 10 µm. 

(ii) Targeted visual proteomics 

Only tiny amounts of cells can be harvested by 
‘seeding and transmission experiments’. Therefore, 
cell harvesting, protein isolation and sample 
preparation for EM must be miniaturized, 
automated and able to handle nanolitersized 
volumes.  We developed a simple but versatile 
toolset for EM grid preparation for negative stain [2] 
and cryo-EM [3]. We also developed a microfluidic 
protein fishing method [4], which is now directly 
integrated into the set-up for EM grid preparation 
called cryoWriter.  

This method is using antibody for target protein 
recognition and binding. These antibodies are 
coupled to superparamagnetic particles. We are 
using two forms of this composite material, 
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depending of the experiment and purpose: First, 
larger magnetic particles (Fig. 2a). These particles 
are too large for electron microscopy. Here, the 
antibody is coupled via a photo-cleavable cross-
linker. Second, superparamagnetic nanoparticles (12 
to 30 nm in diameter) are employed (Fig. 2b). Often, 
the antibody is directly linked to the particle and 
serves as electron-dense label in the EM for 
diagnostic purposes. A magnetic trap can 
immobilize both particle types in our microfluidic 
systems. Figure 3 explains to individual steps for 
microfluidic protein isolation, and figure 4 shows 
the integration of the magnetic trap in the 
cryoWriter set-up. 

 
Fig. 2 Capturing antibodies linked to super-paramagnetic 
particles. (a) Antibody bound to super-paramagnetic 
particles via a photo-cleavable crosslinker. (b) The 
antibody is linked to the nanoparticles (diameter 12 to 
30 nm), which serve as electro-dense label in the EM. (1a) 
Large latex bead spiked with super paramagnetic 
particles. (1b) Superparamagnetic nanoparticle. 
(2) Photo-cleavable crosslinker. (3) Capturing antibody. 
(4) Target protein. 

 

Fig. 3 Isolation of protein complexes using a magnetic 
trap and super-paramagnetic nanoparticles: (a) 
Magnetic beads or nanoparticles are trapped in a 
microcapillary by a magnetic field gradient, created by 
external magnets. (b) Cell lysate is flushed across the 
trapped particles, and the target protein binds to the 

capturing antibodies. (c) Non-bound lysate components 
are flushed away. (d) Only the captured target protein 
bound to magnetic beads or nanoparticles remains inside 
the magnetic trap. (e) Illumination with UV light breaks 
the photo-cleavable crosslinker, the isolated and purified 
target protein can be removed from the microcapillary 
and deposited on an EM grid (f). Alternatively, the target 
protein coupled to magnetic nanoparticles can be applied 
on an EM grid together. The magnetic nanoparticles thus 
serve as electron dense labels for diagnostic purposes.  

 

Fig. 4 Integration of the miniaturized magnetic trap in the 
cryoWriter set-up for EM grid preparation. a) Overview. 
(1) Dew point station and EM-grid for EM-grid 
preparation. b) Detailed view of the magnetic trap (un-
mounted from the set-up). (2) Electromagnet. (3) 
Observation camera and optics to observe the trapping of 
super-paramagnetic particles via a mirror. (4) 
Illumination system to photo-cleave linkers. (5) Motor to 
co-move the trap with the nozzle. This allows to exchange 
buffers without releasing or moving the particle-plug. 
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Context 

Multifunctional materials are constantly generating 
significant interest, while they can significantly re-
duce the device design complexity, decrease the ulti-
mate mass of the product, improve the energy effi-
ciency, etc. A promising candidate for such a material 
is a polymer reinforced with microscale carbon fibre 
(CF) grafted with nanoscale carbon nanotubes 
(CNTs), referred to as hierarchical composite. CNTs 
exhibit outstanding mechanical properties as well 
as heat and electrical conductivity, opening a range 
of possible functional extensions. Analogous materi-
als are currently investigated by numerous research 
groups for damage sensing [1], enhanced electromag-
netic shielding [2], energy storage [3] and more. Our 
work is focused on a novel approach to grow dense 
and high quality CNTs directly on the CF surface em-
ploying chemical vapour deposition technique. 
The previously conducted mechanical tests have re-
vealed that the strength of CF decreases significantly 
in the process [4]. We are currently focused on over-
coming this detrimental effect by exploration of alter-
native growth catalyst configurations using iron 
and nickel nanoparticles pre-delivered on the CF sur-
face as well as the delivery of iron catalyst from 
the gas phase during the synthesis. We aim to obtain 
the material of enhanced mechanical properties 
as compared to the classical CF-based composite, 
opening the path to the emergence its extra function-
alities. 

Experimental and results 

There have been hypotheses that during the direct 
growth of carbon nanotubes on carbon fibre, the dif-
fusion of iron nanoparticles into the fibre is a phe-
nomenon significant to the creation of defects 
in the fibre [5,6]. Our previous study verified the hy-
potheses by means of ptychographic X-ray computed 
tomography (PXCT) [7]. In our latest study, we ex-
amined the influence of the catalyst system choice on 
the magnitude of the destructive diffusion effect. We 
employed a CVD process of CNT synthesis with a va-
porized mixture of toluene and ferrocene as a carbon 
source and a catalyst delivered in the gas phase re-
ferred to as floating catalyst CVD (see Fig. 1). 

 

Fig. 1 CVD experimental setup. a) bottles with hydrogen 
and argon, b) carbon source and iron catalyst injection 
unit, c) vaporization section with heating, d) sample placed 
inside the quartz tube, e, f, g) the heating zones 1, 2, 3, re-
spectively. 

This process has been proven to yield well-aligned 
and dense vertical arrays of CNTs for electrically con-
ductive and mechanically robust nanocomposites 
[8]. We have obtained a large yield of the grown CNTs 
with this method (see Fig. 2). 

 

Fig. 2 The SEM images of the CNT-grafted CFs. a) fiber 
only after the acid treatment, b) fiber coated with iron NPs, 
c) fiber coated with nickel NPs, d) fiber coated with NPs 
composed of iron and nickel. 

As modifications of the catalyst systems we have car-
ried out an additional dip-coating synthesis of metal-
lic NPs on the surface of the CF prior to the CVD pro-
cess. Three cases of NP composition were considered: 
NPs composed of iron, nickel and of a mixture of iron 
and nickel. It can be hypothesized that such a pre-
treatment of the fibre may allow for a shortening 
the time of the CNT synthesis, which is critical 
to the preservation of the CF mechanical properties 
in the harsh CVD conditions. It is so, while the CNT 
growth in a floating catalyst CVD has an initiation pe-
riod attributed to NP formation [9], which can be ef-
fectively omitted. 

The expected detrimental NP diffusion effect has 
been examined by means of focused ion beam (FIB) 
cross-sectioning of the CNT-grafted-CFs followed 
by SEM examination and energy-dispersive X-ray 
spectroscopy (EDX) elemental analysis of the inter-
esting regions of the cross sections (see Fig. 3). 

The entire procedure has been carried out in the He-
lios NanoLab™ 650 DualBeam™ microscope pro-
duced by FEI Company, which is equipped with a gal-
lium focused ion gun for FIB, electron gun for SEM 
and an EDX detector for fluorescent elemental anal-
ysis at nanoscale (Fig. 4).  

The smallest NP diffusion was observed in the case 
of CF coated with iron NPs prior to the CVD process. 
For this sample, we have also observed the densest 
NP coating and the greatest yield of the grown CNTs. 
On the other hand, nickel has not been identified 
as a diffusing species (EDX results, Fig. 5), therefore 
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it could be less harmful to the CFs as compared to 
iron.  

 

Fig. 3 CFs grafted with CNTs placed on an SEM stub a) 
overview schematic, b) FIB cut, c) CF cross section reveal-
ing the NPs for further examination. CNTs are not shown. 

 

Fig. 4 The SEM images of the CNT-grafted CFs. a) fibre 
only after the acid treatment, b) fibre coated with iron NPs, 
c) fiber coated with nickel NPs, d) fiber coated with NPs 
composed of iron and nickel. 

 

Fig. 5 The EDX spectra of the examined diffused NPs Solid 
black line – control spectrum collected at the middle of the 
fiber cross section, dot-dashed line – CF coated with iron 
NPs, dotted line – CF coated with nickel NPs, dashed line – 
CF coated with NPs composed of nickel and iron, solid line 
with full circles – CF only acid treated. We cee that only 
iron is identified as a constituent element.

Although, its potential as a sole CNT growth catalyst 
in our system remains yet to be verified. 

The current results show a new perspective on the ef-
fects of the CNT synthesis on the CF. Understanding 
of this process is critical to the establishment of effec-
tive manufacturing methods of hierarchical compo-
sites. Therefore, this study constitutes a promising 
step towards the development of the hierarchical 
composites and multifunctional materials. 
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Context 

Multifunctional materials are constantly generating 
significant interest, while they can significantly re-
duce the device design complexity, decrease the ulti-
mate mass of the product, improve the energy effi-
ciency, etc. A promising candidate for such a material 
is a polymer reinforced with microscale carbon fibre 
(CF) grafted with nanoscale carbon nanotubes 
(CNTs), referred to as hierarchical composite. CNTs 
exhibit outstanding mechanical properties as well 
as heat and electrical conductivity, opening a range 
of possible functional extensions. Analogous materi-
als are currently investigated by numerous research 
groups for damage sensing [1], enhanced electromag-
netic shielding [2], energy storage [3] and more. Our 
work is focused on a novel approach to grow dense 
and high quality CNTs directly on the CF surface em-
ploying chemical vapour deposition technique. 
The previously conducted mechanical tests have re-
vealed that the strength of CF decreases significantly 
in the process [4]. We are currently focused on over-
coming this detrimental effect by exploration of alter-
native growth catalyst configurations using iron 
and nickel nanoparticles pre-delivered on the CF sur-
face as well as the delivery of iron catalyst from 
the gas phase during the synthesis. We aim to obtain 
the material of enhanced mechanical properties 
as compared to the classical CF-based composite, 
opening the path to the emergence its extra function-
alities. 

Experimental and results 

There have been hypotheses that during the direct 
growth of carbon nanotubes on carbon fibre, the dif-
fusion of iron nanoparticles into the fibre is a phe-
nomenon significant to the creation of defects 
in the fibre [5,6]. Our previous study verified the hy-
potheses by means of ptychographic X-ray computed 
tomography (PXCT) [7]. In our latest study, we ex-
amined the influence of the catalyst system choice on 
the magnitude of the destructive diffusion effect. We 
employed a CVD process of CNT synthesis with a va-
porized mixture of toluene and ferrocene as a carbon 
source and a catalyst delivered in the gas phase re-
ferred to as floating catalyst CVD (see Fig. 1). 

 

Fig. 1 CVD experimental setup. a) bottles with hydrogen 
and argon, b) carbon source and iron catalyst injection 
unit, c) vaporization section with heating, d) sample placed 
inside the quartz tube, e, f, g) the heating zones 1, 2, 3, re-
spectively. 

This process has been proven to yield well-aligned 
and dense vertical arrays of CNTs for electrically con-
ductive and mechanically robust nanocomposites 
[8]. We have obtained a large yield of the grown CNTs 
with this method (see Fig. 2). 

 

Fig. 2 The SEM images of the CNT-grafted CFs. a) fiber 
only after the acid treatment, b) fiber coated with iron NPs, 
c) fiber coated with nickel NPs, d) fiber coated with NPs 
composed of iron and nickel. 

As modifications of the catalyst systems we have car-
ried out an additional dip-coating synthesis of metal-
lic NPs on the surface of the CF prior to the CVD pro-
cess. Three cases of NP composition were considered: 
NPs composed of iron, nickel and of a mixture of iron 
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lios NanoLab™ 650 DualBeam™ microscope pro-
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The smallest NP diffusion was observed in the case 
of CF coated with iron NPs prior to the CVD process. 
For this sample, we have also observed the densest 
NP coating and the greatest yield of the grown CNTs. 
On the other hand, nickel has not been identified 
as a diffusing species (EDX results, Fig. 5), therefore 
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it could be less harmful to the CFs as compared to 
iron.  

 

Fig. 3 CFs grafted with CNTs placed on an SEM stub a) 
overview schematic, b) FIB cut, c) CF cross section reveal-
ing the NPs for further examination. CNTs are not shown. 

 

Fig. 4 The SEM images of the CNT-grafted CFs. a) fibre 
only after the acid treatment, b) fibre coated with iron NPs, 
c) fiber coated with nickel NPs, d) fiber coated with NPs 
composed of iron and nickel. 

 

Fig. 5 The EDX spectra of the examined diffused NPs Solid 
black line – control spectrum collected at the middle of the 
fiber cross section, dot-dashed line – CF coated with iron 
NPs, dotted line – CF coated with nickel NPs, dashed line – 
CF coated with NPs composed of nickel and iron, solid line 
with full circles – CF only acid treated. We cee that only 
iron is identified as a constituent element.

Although, its potential as a sole CNT growth catalyst 
in our system remains yet to be verified. 

The current results show a new perspective on the ef-
fects of the CNT synthesis on the CF. Understanding 
of this process is critical to the establishment of effec-
tive manufacturing methods of hierarchical compo-
sites. Therefore, this study constitutes a promising 
step towards the development of the hierarchical 
composites and multifunctional materials. 
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Molecular beams for interferometry 

Molecular interferometry has significant potential 
for the determination of molecular properties in the 
absence of intermolecular interactions. It could for 
example enable the determination of inherent 
folding preferences of biomolecules by studying 
their conformation in the gas phase. Slow and 
charge-neutral molecular beams are however 
required for interferometry. To form such beams 
from biomolecules, which display typically strong 
intermolecular interactions and are rather fragile, 
constitutes a considerable challenge [1]. 

Tailoring the volatility and stability of 
oligopeptides 

The stability and volatility of a range of peptide 
constructs was studied under thermal evaporation 
and subsequent VUV-ionization (Fig. 1, see also 
annual report 2015 and 2016) [1]. 

 

Fig. 1 Peptides investigated for molecular beams by 
thermal evaporation. Methylgroups are highlighted in 
red, perfluoro alkyl chains in green. 

In order to reduce intermolecular interactions in 
oligopeptides we investigated i) the removal of 
internal charges, i.e. acylation and amidation of N- 
and C-terminus, respectively, ii) removal of 

hydrogen bond donors by methylation [2], iii) the 
decoration with perfluoroalkyl-tags. 

The peptide constructs were heated in an oven and 
the vaporized molecules VUV-ionized at 157 nm for 
mass detection. The following observations were 
made: i) no parent peak (M+) was observed for non-
derivatized tripeptide 1, ii) methylated peptide 2 
without internal charges allowed observation of the 
parent signal next to a high proportion of fragments, 
iii) a single terminal perfluoroalkyl chain as in 3 was 
sufficient to render M+ the dominant signal when 
excluding the commonly observed indole and 
skatole cations (Fig. 2), iv) while methylation of the 
construct (4) increased fragmentation strongly. 
Introducing a second perfluoroalkyl chain and 
increasing the number of difluoromethylene units (5 
- 8) led for two constructs (7, 8) even to a stronger 
signal of the parent ion than the indole and skatole 
cations while little other fragments were observed. 
Although preliminary studies in a set-up with a 
short path length and collection of seemingly 
condensed material were encouraging (annual 
report 2016), the extension of the concept to heavily 
perfluoro-alkylated nonapeptide 9 was unsuccessful 
and only fragments were observed in the VUV-
ionization coupled experiment, thereby revealing 
the limits of the thermal launch approach.  

 

Fig. 2 Indole and  skatole cations.	

We are currently working to conclude a study on the 
gas phase transition of peptide constructs by laser 
desorption methods in combination with VUV-
ionization. Results obtained so far are promising in 
respect to higher mass regimes. 

Controlling molecules by photocleavage in high 
vacuum 

The photocleavage [3] of designed tags allows the 
manipulation of molecules in the gas phase as has 
been recently shown in a proof of concept study [4]. 
A molecular beam of an ortho-nitrobenzyl ether 
formed by laser desorption into an adiabatically 
expanding neon gas jet was successfully depleted 
upon irradiation at 266 nm.  

Inspired by this study we synthesized a set of 
functionalized peptides with photocleavable tags 
and investigated their behaviour upon laser 
irradiation in high vacuum. 
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References 

[1] J. Schätti, U. Sezer, S. Pedalino, J. P. Cotter, 
M. Arndt, M. Mayor, V. Köhler, Tailoring the 
volatility and stability of oligopeptides, J. 
Mass. Spectrom. 52, 550 (2017) 

[2] B. C. Das, S. D. Gero, E. Lederer, N-
methylation of N-acyl oligopeptides, Biochem. 
Biophys. Res. Commun. 29, 211 (1967) 

[3] P. Klán, T. Šolomek, C. G. Bochet, A. Blanc, R. 
Givens, M. Rubina, V. Popik, A. Kostikov, J. 
Wirz, Photoremovable Protecting Groups in 
Chemistry and Biology: Reaction Mechanisms 
and Efficacy, Chem. Rev. 113, 119, (2013) 

[4] U. Sezer, P. Geyer, M. Kriegleder, M. 
Debossiac, A. Shayeghi, M. Arndt, L. Felix, M. 
Mayor, Selective photodissociation of tailored 
molecular tags as a tool for quantum optics, 
Beilstein J. Nanotechnol. 8, 325 (2017). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



55

Project P1403   

Charge-neutral biomolecules in the gas 
phase 
Project P1403 Tailor-made proteins and peptides for quantum interference experiments 
Project Leader: V. Köhler and M. Mayor 
Collaborators: J. Schätti (SNI PhD Student), U. Sezer, S. Pedalino, J.P. Cotter, M. Debossiac, M. 
Kriegleder, P. Geyer, A. Shayegi, and M. Arndt 
 
 
Molecular beams for interferometry 

Molecular interferometry has significant potential 
for the determination of molecular properties in the 
absence of intermolecular interactions. It could for 
example enable the determination of inherent 
folding preferences of biomolecules by studying 
their conformation in the gas phase. Slow and 
charge-neutral molecular beams are however 
required for interferometry. To form such beams 
from biomolecules, which display typically strong 
intermolecular interactions and are rather fragile, 
constitutes a considerable challenge [1]. 

Tailoring the volatility and stability of 
oligopeptides 

The stability and volatility of a range of peptide 
constructs was studied under thermal evaporation 
and subsequent VUV-ionization (Fig. 1, see also 
annual report 2015 and 2016) [1]. 

 

Fig. 1 Peptides investigated for molecular beams by 
thermal evaporation. Methylgroups are highlighted in 
red, perfluoro alkyl chains in green. 

In order to reduce intermolecular interactions in 
oligopeptides we investigated i) the removal of 
internal charges, i.e. acylation and amidation of N- 
and C-terminus, respectively, ii) removal of 

hydrogen bond donors by methylation [2], iii) the 
decoration with perfluoroalkyl-tags. 

The peptide constructs were heated in an oven and 
the vaporized molecules VUV-ionized at 157 nm for 
mass detection. The following observations were 
made: i) no parent peak (M+) was observed for non-
derivatized tripeptide 1, ii) methylated peptide 2 
without internal charges allowed observation of the 
parent signal next to a high proportion of fragments, 
iii) a single terminal perfluoroalkyl chain as in 3 was 
sufficient to render M+ the dominant signal when 
excluding the commonly observed indole and 
skatole cations (Fig. 2), iv) while methylation of the 
construct (4) increased fragmentation strongly. 
Introducing a second perfluoroalkyl chain and 
increasing the number of difluoromethylene units (5 
- 8) led for two constructs (7, 8) even to a stronger 
signal of the parent ion than the indole and skatole 
cations while little other fragments were observed. 
Although preliminary studies in a set-up with a 
short path length and collection of seemingly 
condensed material were encouraging (annual 
report 2016), the extension of the concept to heavily 
perfluoro-alkylated nonapeptide 9 was unsuccessful 
and only fragments were observed in the VUV-
ionization coupled experiment, thereby revealing 
the limits of the thermal launch approach.  

 

Fig. 2 Indole and  skatole cations.	

We are currently working to conclude a study on the 
gas phase transition of peptide constructs by laser 
desorption methods in combination with VUV-
ionization. Results obtained so far are promising in 
respect to higher mass regimes. 

Controlling molecules by photocleavage in high 
vacuum 

The photocleavage [3] of designed tags allows the 
manipulation of molecules in the gas phase as has 
been recently shown in a proof of concept study [4]. 
A molecular beam of an ortho-nitrobenzyl ether 
formed by laser desorption into an adiabatically 
expanding neon gas jet was successfully depleted 
upon irradiation at 266 nm.  

Inspired by this study we synthesized a set of 
functionalized peptides with photocleavable tags 
and investigated their behaviour upon laser 
irradiation in high vacuum. 

  Project P1403 

References 

[1] J. Schätti, U. Sezer, S. Pedalino, J. P. Cotter, 
M. Arndt, M. Mayor, V. Köhler, Tailoring the 
volatility and stability of oligopeptides, J. 
Mass. Spectrom. 52, 550 (2017) 

[2] B. C. Das, S. D. Gero, E. Lederer, N-
methylation of N-acyl oligopeptides, Biochem. 
Biophys. Res. Commun. 29, 211 (1967) 

[3] P. Klán, T. Šolomek, C. G. Bochet, A. Blanc, R. 
Givens, M. Rubina, V. Popik, A. Kostikov, J. 
Wirz, Photoremovable Protecting Groups in 
Chemistry and Biology: Reaction Mechanisms 
and Efficacy, Chem. Rev. 113, 119, (2013) 

[4] U. Sezer, P. Geyer, M. Kriegleder, M. 
Debossiac, A. Shayeghi, M. Arndt, L. Felix, M. 
Mayor, Selective photodissociation of tailored 
molecular tags as a tool for quantum optics, 
Beilstein J. Nanotechnol. 8, 325 (2017). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



56 
 

Project P1404   

Polymeric vesicles that deliver cargoes into 
the cell nucleus  
Project P1404 Selective transport of functionalized nanocarriers into biomimetic and natural nuclear 
pore complexes 
Project Leader: R.Y.H. Lim and C.G. Palivan 
Collaborator: C. Zelmer (SNI PhD Student) 
 
 
Introduction 

The cell nucleus is the ultimate target for the 
therapeutic treatment of diseases such as cancer, 
brain disorders and heart dysfunctions. Here, 
nanocarriers may be advantageous for delivering 
sufficient concentrations of the active therapeutic 
substance in situ. However, little is known about 
how large, foreign objects traverse through nuclear 
pore complexes (NPC) that guard the entry into the 
nucleus.  

In this work, we have developed nanocarriers (NC) 
that are selectively uptaken into the cell nucleus. 
This is achieved by covalently functionalizing the NC 
surface with multiple copies of nuclear localization 
sequences (NLSs). Each NLS-NC is thereby 
recognized by soluble nuclear transport receptors 
(NTRs also known as karyopherins or Kaps) [1, 2] to 
form stable transport-competent complexes. In this 
manner, the NLS-NCs are recognized as authentic 
cargoes that are trafficked by the nuclear transport 
machinery (Fig. 1). Subsequent binding of the NTRs 
to NPCs [3, 4] facilitates the entry of NLS-NC into 
the nucleus. Following which, the import factor 
RanGTP binds to the NTRs and concomitantly 
releases the NLS-NCs from the NPCs into the 
nucleus [4].  

 

Fig. 1 Functional NLS-nanocarrier charged with 
hydrophilic ruthenium red and lipophilic Bodipy is 
transported into the cell nucleus via active transport 
mechanism. Blank nanocarrier is rejected by the NPC. 

Further, we have labelled the polymeric membrane 
with Bodipy 630/650 and encapsulated ruthenium 
red (RR) inside the NCs to act as a model 
“theranostic” agent. Protected against premature 
cell secretion, RR together with Bodipy are 
translocated and accumulate in the cell nucleus. In 
the same manner, drugs, genes or other bioactive 
substances may be incorporated into the NC 

structure, making them versatile vehicles for 
delivering specific nuclear cargoes.  

Engineering nuclear targeting nanocarriers 

NCs have been synthesized using the amphiphilic 
triblock copolymer PMOXA4-block-PDMS44-block-
PMOXA4 as a scaffold material. By a spontaneous 
self-assembly process, it forms soft polymeric 
vesicles (or polymersomes) with excellent 
biocompatibility, as well as superior membrane 
stability and strength over liposomes [5-7]. Applying 
the so-called film rehydration method for vesicle 
formation allows us to simultaneously co-
encapsulate Ruthenium Red and Bodipy into the 
assembled structure (Fig. 2).  

Fig. 2 Autocorrelation curves extracted from dual color 
fluorescence lifetime correlation spectroscopy (dcFLCS) of 
Ruthenium Red (red curve) and Bodipy (magenta curve). 
The cross-correlation of both (black curve) confirms co-
encapsulation in NLS-polymersome structure. 

Subsequently, NC functionalization with NLS tags is 
achieved by polymersome co-assembly with partially 
maleimide end-group functionalized PMOXA4-
block-PDMS44-block-PMOXA4. Extrusion through 
50 nm filters further yields NLS-nanocarriers that 
are 53 ± 25 nm large as determined by fluorescence 
lifetime correlation spectroscopy (FLSC) and 44 ± 
27 nm as confirmed by transmission electron 
microscopy (TEM).	

Cellular internalization and nuclear uptake of 
polymer vesicles in vitro vs. in vivo 

First, we tested the in vitro nuclear update of NLS-
NCs using digitonin-permeabilized HeLa cells. In 
this case, the cells are no longer functional but the 
undamaged nucleus takes up NLS-NCs in the 
presence of recombinant nuclear transport factors 
and an energy supply (Fig. 3).  
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Fig. 3 Nuclear import of functional NLS-nanocarriers 
compared to blank nanocarriers in vitro. Scale bar = 10 
µm. 

Upon exposure, live HeLa cells naturally engulf the 
NLS-NCs and take them up into the nucleus in vivo 
(Fig. 4). This clearly shows that the endogenous 
nuclear trafficking machinery recognizes the NLS-
NCs as authentic cargoes. As a key control, the 
nuclear uptake of blank NCs labelled with Nile Red 
552/636 was largely inhibited. Further experiments 
are ongoing to characterise their cellular uptake, 
distribution and nuclear import efficiency.  

 

Fig. 4 Nuclear import of functional NLS-nanocarriers 
compared to blank nanocarriers in vivo. Scale bar = 10 
µm. 

Transmission electron microscopy  

Moreover, we have employed transmission electron 
microscopy (TEM) to visualize the NLS-NLCs within 
permeabilized HeLa cells. Here, several NLS-NCs 
are seen at the cytoplasmic periphery of NPCs, 

presumably being associated with the FG-repeat 
nucleoporins that gate the pore (Fig. 5). Indeed, this 
might represent the first mechanistic step of entry 
into NPCs.  

 

Fig. 5 Ruthenium Red encapsulated NLS-NCs are located 
at cytoplasmic NPC entry sites. Scale bar = 200 nm.	

Summary 

In a collaborative effort of the Lim and the Palivan 
labs, we have developed a novel polymer based 
nanocarrier system for selective nuclear cargo 
delivery. Next, we will study the nanocarrier 
stability in the cellular context and with that the 
potential release of cargoes into cell nuclei.  
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This is achieved by covalently functionalizing the NC 
surface with multiple copies of nuclear localization 
sequences (NLSs). Each NLS-NC is thereby 
recognized by soluble nuclear transport receptors 
(NTRs also known as karyopherins or Kaps) [1, 2] to 
form stable transport-competent complexes. In this 
manner, the NLS-NCs are recognized as authentic 
cargoes that are trafficked by the nuclear transport 
machinery (Fig. 1). Subsequent binding of the NTRs 
to NPCs [3, 4] facilitates the entry of NLS-NC into 
the nucleus. Following which, the import factor 
RanGTP binds to the NTRs and concomitantly 
releases the NLS-NCs from the NPCs into the 
nucleus [4].  

 

Fig. 1 Functional NLS-nanocarrier charged with 
hydrophilic ruthenium red and lipophilic Bodipy is 
transported into the cell nucleus via active transport 
mechanism. Blank nanocarrier is rejected by the NPC. 

Further, we have labelled the polymeric membrane 
with Bodipy 630/650 and encapsulated ruthenium 
red (RR) inside the NCs to act as a model 
“theranostic” agent. Protected against premature 
cell secretion, RR together with Bodipy are 
translocated and accumulate in the cell nucleus. In 
the same manner, drugs, genes or other bioactive 
substances may be incorporated into the NC 

structure, making them versatile vehicles for 
delivering specific nuclear cargoes.  

Engineering nuclear targeting nanocarriers 

NCs have been synthesized using the amphiphilic 
triblock copolymer PMOXA4-block-PDMS44-block-
PMOXA4 as a scaffold material. By a spontaneous 
self-assembly process, it forms soft polymeric 
vesicles (or polymersomes) with excellent 
biocompatibility, as well as superior membrane 
stability and strength over liposomes [5-7]. Applying 
the so-called film rehydration method for vesicle 
formation allows us to simultaneously co-
encapsulate Ruthenium Red and Bodipy into the 
assembled structure (Fig. 2).  

Fig. 2 Autocorrelation curves extracted from dual color 
fluorescence lifetime correlation spectroscopy (dcFLCS) of 
Ruthenium Red (red curve) and Bodipy (magenta curve). 
The cross-correlation of both (black curve) confirms co-
encapsulation in NLS-polymersome structure. 

Subsequently, NC functionalization with NLS tags is 
achieved by polymersome co-assembly with partially 
maleimide end-group functionalized PMOXA4-
block-PDMS44-block-PMOXA4. Extrusion through 
50 nm filters further yields NLS-nanocarriers that 
are 53 ± 25 nm large as determined by fluorescence 
lifetime correlation spectroscopy (FLSC) and 44 ± 
27 nm as confirmed by transmission electron 
microscopy (TEM).	

Cellular internalization and nuclear uptake of 
polymer vesicles in vitro vs. in vivo 

First, we tested the in vitro nuclear update of NLS-
NCs using digitonin-permeabilized HeLa cells. In 
this case, the cells are no longer functional but the 
undamaged nucleus takes up NLS-NCs in the 
presence of recombinant nuclear transport factors 
and an energy supply (Fig. 3).  
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Fig. 3 Nuclear import of functional NLS-nanocarriers 
compared to blank nanocarriers in vitro. Scale bar = 10 
µm. 

Upon exposure, live HeLa cells naturally engulf the 
NLS-NCs and take them up into the nucleus in vivo 
(Fig. 4). This clearly shows that the endogenous 
nuclear trafficking machinery recognizes the NLS-
NCs as authentic cargoes. As a key control, the 
nuclear uptake of blank NCs labelled with Nile Red 
552/636 was largely inhibited. Further experiments 
are ongoing to characterise their cellular uptake, 
distribution and nuclear import efficiency.  

 

Fig. 4 Nuclear import of functional NLS-nanocarriers 
compared to blank nanocarriers in vivo. Scale bar = 10 
µm. 

Transmission electron microscopy  

Moreover, we have employed transmission electron 
microscopy (TEM) to visualize the NLS-NLCs within 
permeabilized HeLa cells. Here, several NLS-NCs 
are seen at the cytoplasmic periphery of NPCs, 

presumably being associated with the FG-repeat 
nucleoporins that gate the pore (Fig. 5). Indeed, this 
might represent the first mechanistic step of entry 
into NPCs.  

 

Fig. 5 Ruthenium Red encapsulated NLS-NCs are located 
at cytoplasmic NPC entry sites. Scale bar = 200 nm.	

Summary 

In a collaborative effort of the Lim and the Palivan 
labs, we have developed a novel polymer based 
nanocarrier system for selective nuclear cargo 
delivery. Next, we will study the nanocarrier 
stability in the cellular context and with that the 
potential release of cargoes into cell nuclei.  
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Introduction 

This project aims at taming diamonds notoriously 
“noisy” surface through targeted, chemical surface 
functionalization of diamond for its use in quantum 
sensing applications with single spins. Over the last 
years, such spins in diamond have been established 
as highly attractive platforms to perform nanoscale 
quantum sensing with highest spatial resolution and 
sensitivity [1]. Various architectures are being 
pursued [2], from scanning probe tips [3], over 
diamond mechanical oscillators to “wide-field 
imaging” geometries containing large ensembles of 
spins for magnetometry. Common to all these 
approaches is the fact that the spins in question 
(spins contained in negatively charged “Nitrogen-
Vacancy”, NV-, color centers in diamond) need to be 
placed to within few nanometers of the diamond 
surface to maximize sensing performance. However, 
this proximity is also known to negatively affect the 
spins quantum coherence properties through 
ubiquitous, but poorly understood noise sources 
(such as fluctuating electric-, magnetic- or strain-
fields). The goal of this project is to overcome this 
key limitation to diamond-based sensing techno-
logies by devising and implementing suitable 
strategies to passivate diamonds noisy surface.  

Key experimental results 

Our focus in the last year was on exploring and 
exploiting diamond hydrogen termination of for the 
purpose of coherence protection of shallow NV-

centers. Hydrogen termination in this context 
appears appealing, as it offers a simple chemical 
termination that would easily saturate possible 
dangling bonds on the diamond surface and thereby 
reduce magnetic (spin) and electric (charge) 
fluctuations. Our first result was the successful 
establishment of a reversible method for hydrogen 
termination of diamond by annealing in a hydrogen 
atmosphere (conducted in furnace of the group of 
Prof. C. Schönenberger and with valuable input 
from the group of Prof. B. Abel, Leipzig). We 
confirmed hydrogen termination indirectly through 
X-ray photoemission spectroscopy (see last year’s 
report) and more directly through fluorescence 
measurements of near-surface NVs (Fig. 1). Such 
NVs are known to undergo a charge-state change 
from NV- to NV0, when close to a hydrogen 
terminated diamond surface under ambient 
conditions [4]. This de-charging is a result of band-
bending induced by water desorbed on the hydrogen 
terminated surface (Fig. 2). We confirmed the 
reversibility of the hydrogen termination process by 
oxygen termination in acids, which fully restored 
NV- fluorescence. 

To benefit from the potentially calm, H-terminated 
diamond surface, but overcome limitations due to 
water-induced band bending, we followed steps to 
create a passivated, hydrogen terminated diamond 
sample, free of surface water layers. One approach, 
sketched in figure 1, consists in protecting a dry, H-
terminate diamond surface with a passivation agent, 
such as hBN or a thin oxide layer, which prevents 
the formation of a water layer directly in contact 
with the H-terminated diamond surface. We 
successfully performed transfer of such hBN flakes 
(in collaboration with C. Handschin; Ph.D. student 
in the Schönenberger group) onto a diamond test 
sample. However, first attempts in observing NV-  in 
these samples were unsuccessful, in all likelihood 
due to residual water being trapped between 
diamond and hBN. 

 

 

Fig. 1 (top) Schematic of the diamond surface protection 
for shallow NV spins (red arrows) targeted here. Our 
strategy is based on hydrogen surface termination and 
subsequent capping of the diamond to prevent the 
detrimental effect of water-layers on the underlying NV 
centers. (bottom) representative confocal optical images 
of shallow NV centers in oxygen (left) and hydrogen 
(right) terminated diamond. The color-scales are linear 
and identical in the two images and correspond to 
~50kcps maximum. The two images show the reduced 
fluorescence rates in hydrogen terminated diamond, 
which result from band-bending induced de-charging of 
NV- to NV0. 

We subsequently conducted systematic studies of 
diamond surface chemistry and wetting of the 
diamond surface using Kelvin-Probe-Microscopy 
(KPM) in collaboration with the group of Prof. E. 
Meyer. In short, KPM exploits electrostatic, 
capacitive interactions between samples and 
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scanning probe tips to determine changes in a 
sample’s contact potential (i.e. the work function) 
on the nanoscale. KPM was performed in a dry 
glove-boy with in-situ bake-out capabilities to 
remove water from the surface. To our surprise, 
annealing to >350° C was required to get rid of 
surface water layers, in which case we saw a clear 
signature in the KMP signal (Fig. 2, bottom). 
Convincingly, we observed reversible and 
deterministic changes of the contact potential when 
comparing “wet” and “dry” diamond surfaces, in a 
fully reproducible way.  

 

 
Fig. 2 (top) Mechanism of band-bending near the surface 
of hydrogen-terminated diamond. Ec, Ev, EF, and Evac, are 
conduction-band, valence-band, Fermi- and vacuum-
energies of the respective constituents. The drawing also 
illustrates the marked difference in contact potential 
difference (CPD) expected in Kelvin Force microscopy 
(KFM) in the two cases. (bottom) Histogram of CPD 
values measured in KPM for diamond with and without 
surface water layer. The results show a clear and 
deterministic signal indicating if a surface is “dry” or 
“wet”. The result here were obtained on O-terminated 
diamond and similar data has recently been taken by us 
on diamond with H-termination as well. 

Outlook 

Our plan for the next year is to consolidate our 
achievements thus far and study the coherence and 
charge properties of NV centre spins close to 
hydrogen-terminated dry diamond surfaces. For 
this, we will pursue our now established approach 

for hydrogen termination and subsequent water 
removal from the diamond. To maintain a “dry” H-
termination, we will cap the diamond either using 
hBN flakes (an approach we already demonstrated), 
through ALD-based oxide deposition, where 
preliminary results look promising, or through a 
protective sample chamber offering a dry 
atmosphere under which our samples can be studied 
using confocal microscopy.  

These results of next year will be decisive for future 
steps. In case of a successful recipe for diamond 
surface passivation as outlined above, we will 
include the process developed here into our 
established diamond tip fabrication process, with 
the goal of achieving highly coherent NV centre 
spins for nanoscale magnetometry, just few 
nanometres below a diamond surface.  

Ultimately, the H-termination we here 
demonstrated will also form an ideal basis for 
further diamond surface functionalisation. These 
may include methods to adhere interesting bio-
materials for sensing onto the diamond surface, or 
the realisation of more complex diamond surface 
chemistries [5], which may prove even more ideal to 
preserve the NVs fragile spin states next to the 
surface.  
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Introduction 

This project aims at taming diamonds notoriously 
“noisy” surface through targeted, chemical surface 
functionalization of diamond for its use in quantum 
sensing applications with single spins. Over the last 
years, such spins in diamond have been established 
as highly attractive platforms to perform nanoscale 
quantum sensing with highest spatial resolution and 
sensitivity [1]. Various architectures are being 
pursued [2], from scanning probe tips [3], over 
diamond mechanical oscillators to “wide-field 
imaging” geometries containing large ensembles of 
spins for magnetometry. Common to all these 
approaches is the fact that the spins in question 
(spins contained in negatively charged “Nitrogen-
Vacancy”, NV-, color centers in diamond) need to be 
placed to within few nanometers of the diamond 
surface to maximize sensing performance. However, 
this proximity is also known to negatively affect the 
spins quantum coherence properties through 
ubiquitous, but poorly understood noise sources 
(such as fluctuating electric-, magnetic- or strain-
fields). The goal of this project is to overcome this 
key limitation to diamond-based sensing techno-
logies by devising and implementing suitable 
strategies to passivate diamonds noisy surface.  

Key experimental results 

Our focus in the last year was on exploring and 
exploiting diamond hydrogen termination of for the 
purpose of coherence protection of shallow NV-

centers. Hydrogen termination in this context 
appears appealing, as it offers a simple chemical 
termination that would easily saturate possible 
dangling bonds on the diamond surface and thereby 
reduce magnetic (spin) and electric (charge) 
fluctuations. Our first result was the successful 
establishment of a reversible method for hydrogen 
termination of diamond by annealing in a hydrogen 
atmosphere (conducted in furnace of the group of 
Prof. C. Schönenberger and with valuable input 
from the group of Prof. B. Abel, Leipzig). We 
confirmed hydrogen termination indirectly through 
X-ray photoemission spectroscopy (see last year’s 
report) and more directly through fluorescence 
measurements of near-surface NVs (Fig. 1). Such 
NVs are known to undergo a charge-state change 
from NV- to NV0, when close to a hydrogen 
terminated diamond surface under ambient 
conditions [4]. This de-charging is a result of band-
bending induced by water desorbed on the hydrogen 
terminated surface (Fig. 2). We confirmed the 
reversibility of the hydrogen termination process by 
oxygen termination in acids, which fully restored 
NV- fluorescence. 

To benefit from the potentially calm, H-terminated 
diamond surface, but overcome limitations due to 
water-induced band bending, we followed steps to 
create a passivated, hydrogen terminated diamond 
sample, free of surface water layers. One approach, 
sketched in figure 1, consists in protecting a dry, H-
terminate diamond surface with a passivation agent, 
such as hBN or a thin oxide layer, which prevents 
the formation of a water layer directly in contact 
with the H-terminated diamond surface. We 
successfully performed transfer of such hBN flakes 
(in collaboration with C. Handschin; Ph.D. student 
in the Schönenberger group) onto a diamond test 
sample. However, first attempts in observing NV-  in 
these samples were unsuccessful, in all likelihood 
due to residual water being trapped between 
diamond and hBN. 

 

 

Fig. 1 (top) Schematic of the diamond surface protection 
for shallow NV spins (red arrows) targeted here. Our 
strategy is based on hydrogen surface termination and 
subsequent capping of the diamond to prevent the 
detrimental effect of water-layers on the underlying NV 
centers. (bottom) representative confocal optical images 
of shallow NV centers in oxygen (left) and hydrogen 
(right) terminated diamond. The color-scales are linear 
and identical in the two images and correspond to 
~50kcps maximum. The two images show the reduced 
fluorescence rates in hydrogen terminated diamond, 
which result from band-bending induced de-charging of 
NV- to NV0. 

We subsequently conducted systematic studies of 
diamond surface chemistry and wetting of the 
diamond surface using Kelvin-Probe-Microscopy 
(KPM) in collaboration with the group of Prof. E. 
Meyer. In short, KPM exploits electrostatic, 
capacitive interactions between samples and 
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scanning probe tips to determine changes in a 
sample’s contact potential (i.e. the work function) 
on the nanoscale. KPM was performed in a dry 
glove-boy with in-situ bake-out capabilities to 
remove water from the surface. To our surprise, 
annealing to >350° C was required to get rid of 
surface water layers, in which case we saw a clear 
signature in the KMP signal (Fig. 2, bottom). 
Convincingly, we observed reversible and 
deterministic changes of the contact potential when 
comparing “wet” and “dry” diamond surfaces, in a 
fully reproducible way.  

 

 
Fig. 2 (top) Mechanism of band-bending near the surface 
of hydrogen-terminated diamond. Ec, Ev, EF, and Evac, are 
conduction-band, valence-band, Fermi- and vacuum-
energies of the respective constituents. The drawing also 
illustrates the marked difference in contact potential 
difference (CPD) expected in Kelvin Force microscopy 
(KFM) in the two cases. (bottom) Histogram of CPD 
values measured in KPM for diamond with and without 
surface water layer. The results show a clear and 
deterministic signal indicating if a surface is “dry” or 
“wet”. The result here were obtained on O-terminated 
diamond and similar data has recently been taken by us 
on diamond with H-termination as well. 

Outlook 

Our plan for the next year is to consolidate our 
achievements thus far and study the coherence and 
charge properties of NV centre spins close to 
hydrogen-terminated dry diamond surfaces. For 
this, we will pursue our now established approach 

for hydrogen termination and subsequent water 
removal from the diamond. To maintain a “dry” H-
termination, we will cap the diamond either using 
hBN flakes (an approach we already demonstrated), 
through ALD-based oxide deposition, where 
preliminary results look promising, or through a 
protective sample chamber offering a dry 
atmosphere under which our samples can be studied 
using confocal microscopy.  

These results of next year will be decisive for future 
steps. In case of a successful recipe for diamond 
surface passivation as outlined above, we will 
include the process developed here into our 
established diamond tip fabrication process, with 
the goal of achieving highly coherent NV centre 
spins for nanoscale magnetometry, just few 
nanometres below a diamond surface.  

Ultimately, the H-termination we here 
demonstrated will also form an ideal basis for 
further diamond surface functionalisation. These 
may include methods to adhere interesting bio-
materials for sensing onto the diamond surface, or 
the realisation of more complex diamond surface 
chemistries [5], which may prove even more ideal to 
preserve the NVs fragile spin states next to the 
surface.  
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Introduction 

Electron transfer rates (kET) commonly decrease 
with increasing distance (rDA) between a donor and 
an acceptor [1, 2]. Recently our group discovered 
that under some conditions, kET increases over a 
certain distance range before the usually observed 
trend of decreasing kET with increasing rDA is detect-
ed [3, 4]. In the course of this SNI-funded project, 
we aimed to shed more light on this potentially 
important and counter-intuitive phenomenon by 
synthesizing a series of new donor-bridge-acceptor 
compounds, and by exploring them with electro-
chemical methods as well as time-resolved laser 
spectroscopy. Over the past year of the funding 
period, we have made significant progress along this 
line of research and consequently there is less focus 
here on the charge transport studies emphasized in 
prior annual reports. 

New donor-sensitizer-acceptor compounds 

Our current studies concentrate on photoinduced 
electron transfer in donor-sensitizer-acceptor (D-S-
A) compounds in fluid solution and on studying the 
rates for subsequent thermal electron-hole pair 
recombination (kET). We previously reported on a 
series of D-S-A systems comprised of a triarylamine 
(TAA) donor, a Ru(bpy)32+ (Ru) sensitizer, and an 
anthraquinone (AQ) acceptor (Fig. 1a) [3, 4]. Ther-
mal charge recombination as a function of rDA 
(modulated by adjusting the number (n) of bridging 
p-xylene units) was investigated by pump-probe 
UV-Vis spectroscopy. The driving-force for charge 
recombination in these systems is approximately 
1.6 eV according to cyclic voltammetry. We found 
that the shortest member (n=1) of this D-S-A triad 
series exhibits kET of ca. 105 s-1 at rDA of 22.0 Å. 
Elongating rDA to 30.6 Å accelerated charge recom-
bination and led to kET of ca. 106 s-1[3, 4]. 

 

 

 

Fig. 1 Donor-sensitizer-acceptor (D-S-A) triads. Reaction 
free energies (DGET0) for thermal charge recombination of 
D+ / A- pairs are as indicated. 

This unusual distance dependence was interpreted 
in the framework of Marcus theory. With a reaction 
free energy (DGET0) of ca. -1.6 eV, charge recombina-
tion likely occurs in the so-called inverted zone for 
the shortest member of this D-S-A series (Fig. 2, 
purple square). Upon increasing rDA, the reorganiza-
tion energy (l) associated with charge recombina-
tion increases, shifting the Marcus parabola to the 
right in figure 2 [3, 4]. In the inverted zone, this can 
then lead to an increase of kET upon increasing rDA 
(right vertical dotted line in figure 2), and conse-
quently charge recombination is faster for the com-
pound with n=2 (green square) than for n=1 (purple 
square). If this interpretation is correct, then one 
would expect this effect to disappear when going to 
lower driving forces (left vertical dotted line in fig-
ure 2). Conversely, the effect could become even 
more pronounced when the driving force is in-
creased. In order to test these two hypotheses, we 
synthesized and explored two new series of D-S-A 
triads. 

 

Fig. 2 Schematic driving-force dependence of the electron 
transfer rate for different donor-acceptor distances. 
Squares: Representative for a reaction with a large driv-
ing-force; circles: Representative for the expected behav-
ior for a reaction with a small driving-force. 

The D-S-A triad series in figure 1b combines a TAA 
donor and a Ru sensitizer with a naphthalene 
diimide (NDI) acceptor. This new combination leads 
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to a driving-force for thermal charge recombination 
between D+ and A- of only ca. 1.2 eV. Conversely, in 
the D-S-A in Figure 1c, an electron-deficient TAA 
donor is combined with an iridium photosensitizer 
and an anthraquinone acceptor, leading to a driving-
force of ca. 2.0 eV. Thus, we are now in a position to 
explore the distance dependence of kET as a function 
of driving-force. DGET0 is varied from -1.2 to -1.6 and 
-2.0 eV, while the distance is increased from 22.0 to 
30.6 to 39.2 Å.  

New distance dependence studies of charge 
recombination rates 

The new D-S-A triad compounds were studied by 
time-resolved UV-Vis spectroscopy, using laser 
pulses of ca. 10 ns duration to excite the photosensi-
tizers selectively. Transient absorption spectroscopy 
in combination with spectro-electrochemistry pro-
vides unambiguous evidence for the rapid formation 
of electron-hole pairs (D+ / A-) in all cases. By moni-
toring the decay of the transient absorption signals 
at different wavelengths, we obtain direct infor-
mation about the rates for intramolecular charge 
recombination (kET). 

We found that in the D-S-A system with a compara-
tively low driving-force of 1.2 eV, kET decreases with 
increasing rDA, i. e., the distance dependence is as 
intuitively expected. This confirms our hypothesis 
that at lower driving-force the distance dependence 
of kET is normal (left dotted vertical line in figure 2). 
In the D-S-A system with maximized driving-force 
(2.0 eV), the distance dependence is similar to what 
we initially observed for the previously investigated 
system with DGET0 = -1.6 eV. 

 

Fig. 3 Distance-dependence of the electron transfer rate 
for thermal charge recombination for TAA-Ru-NDI 
(black), TAA-Ir-AQ (blue) and TAA-Ru-AQ (red)[3]. 

Conclusion 

Our new work demonstrates that the distance de-
pendence of electron transfer rates can be controlled 
by variation of the reaction free energy. Very high 
driving forces (1.6 or 2.0 eV) lead to qualitatively 
different distance dependences than lower driving 
forces (1.2 eV). The unusual distance dependence 
with electron transfer rate maxima at large donor-
acceptor distances is evidently a phenomenon that is 
encountered only at large driving forces. 

Future studies in this context may be geared at in-
vestigating different types of molecular bridges, for 
example by replacing the p-xylene units by other 
rigid rod-like spacers. 

This work is relevant in the context of a possible 
future molecular electronics technology, for which 
the precise control of charge transfer and charge 
transport rates is highly desirable. 
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Introduction 

Electron transfer rates (kET) commonly decrease 
with increasing distance (rDA) between a donor and 
an acceptor [1, 2]. Recently our group discovered 
that under some conditions, kET increases over a 
certain distance range before the usually observed 
trend of decreasing kET with increasing rDA is detect-
ed [3, 4]. In the course of this SNI-funded project, 
we aimed to shed more light on this potentially 
important and counter-intuitive phenomenon by 
synthesizing a series of new donor-bridge-acceptor 
compounds, and by exploring them with electro-
chemical methods as well as time-resolved laser 
spectroscopy. Over the past year of the funding 
period, we have made significant progress along this 
line of research and consequently there is less focus 
here on the charge transport studies emphasized in 
prior annual reports. 

New donor-sensitizer-acceptor compounds 

Our current studies concentrate on photoinduced 
electron transfer in donor-sensitizer-acceptor (D-S-
A) compounds in fluid solution and on studying the 
rates for subsequent thermal electron-hole pair 
recombination (kET). We previously reported on a 
series of D-S-A systems comprised of a triarylamine 
(TAA) donor, a Ru(bpy)32+ (Ru) sensitizer, and an 
anthraquinone (AQ) acceptor (Fig. 1a) [3, 4]. Ther-
mal charge recombination as a function of rDA 
(modulated by adjusting the number (n) of bridging 
p-xylene units) was investigated by pump-probe 
UV-Vis spectroscopy. The driving-force for charge 
recombination in these systems is approximately 
1.6 eV according to cyclic voltammetry. We found 
that the shortest member (n=1) of this D-S-A triad 
series exhibits kET of ca. 105 s-1 at rDA of 22.0 Å. 
Elongating rDA to 30.6 Å accelerated charge recom-
bination and led to kET of ca. 106 s-1[3, 4]. 

 

 

 

Fig. 1 Donor-sensitizer-acceptor (D-S-A) triads. Reaction 
free energies (DGET0) for thermal charge recombination of 
D+ / A- pairs are as indicated. 

This unusual distance dependence was interpreted 
in the framework of Marcus theory. With a reaction 
free energy (DGET0) of ca. -1.6 eV, charge recombina-
tion likely occurs in the so-called inverted zone for 
the shortest member of this D-S-A series (Fig. 2, 
purple square). Upon increasing rDA, the reorganiza-
tion energy (l) associated with charge recombina-
tion increases, shifting the Marcus parabola to the 
right in figure 2 [3, 4]. In the inverted zone, this can 
then lead to an increase of kET upon increasing rDA 
(right vertical dotted line in figure 2), and conse-
quently charge recombination is faster for the com-
pound with n=2 (green square) than for n=1 (purple 
square). If this interpretation is correct, then one 
would expect this effect to disappear when going to 
lower driving forces (left vertical dotted line in fig-
ure 2). Conversely, the effect could become even 
more pronounced when the driving force is in-
creased. In order to test these two hypotheses, we 
synthesized and explored two new series of D-S-A 
triads. 

 

Fig. 2 Schematic driving-force dependence of the electron 
transfer rate for different donor-acceptor distances. 
Squares: Representative for a reaction with a large driv-
ing-force; circles: Representative for the expected behav-
ior for a reaction with a small driving-force. 

The D-S-A triad series in figure 1b combines a TAA 
donor and a Ru sensitizer with a naphthalene 
diimide (NDI) acceptor. This new combination leads 
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to a driving-force for thermal charge recombination 
between D+ and A- of only ca. 1.2 eV. Conversely, in 
the D-S-A in Figure 1c, an electron-deficient TAA 
donor is combined with an iridium photosensitizer 
and an anthraquinone acceptor, leading to a driving-
force of ca. 2.0 eV. Thus, we are now in a position to 
explore the distance dependence of kET as a function 
of driving-force. DGET0 is varied from -1.2 to -1.6 and 
-2.0 eV, while the distance is increased from 22.0 to 
30.6 to 39.2 Å.  

New distance dependence studies of charge 
recombination rates 

The new D-S-A triad compounds were studied by 
time-resolved UV-Vis spectroscopy, using laser 
pulses of ca. 10 ns duration to excite the photosensi-
tizers selectively. Transient absorption spectroscopy 
in combination with spectro-electrochemistry pro-
vides unambiguous evidence for the rapid formation 
of electron-hole pairs (D+ / A-) in all cases. By moni-
toring the decay of the transient absorption signals 
at different wavelengths, we obtain direct infor-
mation about the rates for intramolecular charge 
recombination (kET). 

We found that in the D-S-A system with a compara-
tively low driving-force of 1.2 eV, kET decreases with 
increasing rDA, i. e., the distance dependence is as 
intuitively expected. This confirms our hypothesis 
that at lower driving-force the distance dependence 
of kET is normal (left dotted vertical line in figure 2). 
In the D-S-A system with maximized driving-force 
(2.0 eV), the distance dependence is similar to what 
we initially observed for the previously investigated 
system with DGET0 = -1.6 eV. 

 

Fig. 3 Distance-dependence of the electron transfer rate 
for thermal charge recombination for TAA-Ru-NDI 
(black), TAA-Ir-AQ (blue) and TAA-Ru-AQ (red)[3]. 

Conclusion 

Our new work demonstrates that the distance de-
pendence of electron transfer rates can be controlled 
by variation of the reaction free energy. Very high 
driving forces (1.6 or 2.0 eV) lead to qualitatively 
different distance dependences than lower driving 
forces (1.2 eV). The unusual distance dependence 
with electron transfer rate maxima at large donor-
acceptor distances is evidently a phenomenon that is 
encountered only at large driving forces. 

Future studies in this context may be geared at in-
vestigating different types of molecular bridges, for 
example by replacing the p-xylene units by other 
rigid rod-like spacers. 

This work is relevant in the context of a possible 
future molecular electronics technology, for which 
the precise control of charge transfer and charge 
transport rates is highly desirable. 
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Introduction 

At present, considerable efforts are undertaken 
towards creating hybrid quantum systems for the 
development of quantum technologies. The 
motivation for a solid state-atomic interface 
emerges from the possibility to combine the 
advantages of both platforms. Trapped ultracold 
atoms offer very good coherence properties. One of 
the most promising candidates for an atomic system 
is an ultracold ion which can be isolated from the 
environment by being trapped with radiofrequency 
electric fields in ultra-high vacuum [1]. By laser 
cooling the ion to its motional ground state, one can 
manipulate its motional and spin degrees of 
freedom with high accuracy. Conversely, metallic 
nanowires are nanomechanical systems that are 
highly scalable and integrable and can be interfaced 
with diverse quantum devices. A great challenge is 
the coupling of the two systems while maintaining 
good coherence properties. In order to combine the 
aforementioned advantages, one has to be able to 
transfer quantum states between them. 

Here, we report progress towards the 
implementation of an interface between an ultracold 
ion and a metallic nanowire in a miniaturized 
segmented-layer ion trap (Fig. 1) in order to study 
the coupling between these two systems mediated 
by electric fields. We also propose a scheme for 
engineering the ion’s motional quantum states using 
the mechanical drive of the charged nanowire. Our 
immediate aim is to study experimentally the 
coupling mechanisms underlying this new interface. 
At a later stage of the project, we envisage the 
realization of the aforementioned state engineering 
schemes. 

   

Fig. 1 Left figure: Miniaturized segmented-layer ion trap 
consisting of a stack of gold-coated alumina wafers 
clamped together on a printed circuit board. Right figure: 
Schematic representation of the experiment in the 
trapping region. 

Classical simulations of the ion in the trap under 
the action of the nanowire 

A combination of finite elements calculations (FEM) 
for solving Laplace’s equation and molecular 
dynamics (MD) simulations for solving Newton’s 
equations of motion for this system have been 

performed in order to aid in the design of the ion 
trap. In the MD simulations, we implemented the 
nanowire’s effect as a force acting on the motion of a 
40Ca+ ion along with all the other forces that the ion 
is experiencing in a radiofrequency (RF) trap. We 
defined the parameters needed to realize the 
resonant excitation of the ion by the nanowire, e.g. 
the relative distance between these two systems, the 
nanowire’s amplitude of oscillation and the DC 
voltage applied to the nanowire. With this classical 
treatment, we were able to study the ion’s motion 
under the action of the vibrating nanowire for 
resonant and non-resonant coupling. Figure 2 
presents the trajectory of the ion as a function of 
time when the ion motion is unperturbed, near 
resonance and off-resonance from the nanowire. 
One can clearly see the effect of the nanowire on the 
ion motion for each case. 

 

Fig. 2 Trajectory of a trapped 40Ca+ ion unperturbed (blue 
solid line) and resonantly excited (red solid line) by driven 
nanowire. The magenta (green) and black (yellow) solid 
lines represent the ion trajectories with the cantilever 
frequency detuned by 10 kHz (20 kHz) above and below 
the resonance frequency, respectively. 

Quantum dynamics calculations 

To study the evolution of the ion motion in the 
quantum regime, we solved numerically the 
Lindblad master equation, 

	  

where we implemented motional decoherence based 
on realistic experimental parameters. We treated the 
nanowire as an oscillating electric field generated by 
a spherically charged particle located on its tip. We 
initialized the ion in its ground vibrational state 
which can be achieved experimentally by resolved-
sideband cooling. The total Hamiltonian in 
frequency units reads 

 

The second term which is quadratic in the sum of 
the ladder operators gives a shift in the vibrational 
levels of the ion and introduces squeezing. The last 
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term incorporates the coupling to the driving field 
and introduces a displacement of the ion. With this 
treatment, we were able to study the possibility of 
creating Gaussian and non-Gaussian quantum 
states of the ion by the driving field of the nanowire 
held at room temperature. In the simulations, we 
varied the factors that have different effects on the 
dynamics for the creation of different quantum 
states. These include the harmonic and anharmonic 
contributions of the ion-trap potential and the 
frequency mismatch of the motion of the ion with 
respect to the nanowire. Selected results are 
presented in figure 3. 

				  

     

    

Fig. 3 First row: Fock distribution and Wigner function of 
a coherent state of the ion created by the oscillating 
nanowire. Second row: Fock distribution and Wigner 
function of an arbitrary non-Gaussian state of the ion 
generated during the time evolution by the drive of the 
nanooscillator. Third row: Snapshots of the evolution of a 
coherent state under the anharmonicities of the trap 
potential. At different points in the time evolution, the 
Wigner function of the ion wavepacket splits into three 
and two parts. The latter situation corresponds to a 
Schrödinger cat state. 

We recently also initiated calculations describing the 
interactions in this system under cryogenic 
conditions when the motion of the nanowire is also 
quantized. The coupling Hamiltonian between the 
ion and the nanowire then reads 

  

where 𝑎𝑎", 𝑎𝑎, and 𝑏𝑏", 𝑏𝑏 are the ladder operators of the 
ion and the nanowire, respectively, and g is the 
coupling strength. In a set of preliminary 
simualtions, we considered as initial condition the 
ion to be in its ground vibrational state and the 

nanowire cooled to a thermal state with an average 
phonon number of 3. To describe the dissipation in 
the system, we formulated Lindblad superoperators 
assuming that both systems are oscillators with Q-
factors of 30000 and that the nanowire’s effective 
mass is at most six orders of magnitude higher than 
the mass of the calcium ion (which is the case for, 
e.g., a carbon nanofiber). Figure 4 presents the 
phonon dynamics of the ion and the nanowire. One 
can see that every 40 ms, a complete energy transfer 
from one system to the other occurs. Thus, it 
appears feasible to cool the nanowire down to its 
ground vibrational state with the ultracold ion. We 
have also confirmed that this energy transfer also 
corresponds to a state transfer (not shown here). 

 

Fig. 4 Phonon dynamics of an ultracold ion (blue solid 
line) coupled to a charged nanowire (green solid line). 

From both the semi-classical and full quantum 
descriptions, we conclude that the quantum motion 
of one system is mapped accurately onto the other, 
which may open up new possibilities for quantum 
sensing and quantum entanglement. Furthermore, 
the nanowire is coupled directly to the electric 
monopole of the ion. In this way, one can create 
coherent states with very large amplitudes without 
the need of, e.g., ultrafast potential switching with 
laser fields which cannot excite more than 20 
phonons due to the weaker coupling with the 
electric dipole and quadrupole of the ion [2]. 

Outlook 

The fabrication of the trap has finished and the 
experimental setup is currently under construction. 
Based on our theoretical results, we believe that this 
system will prove promising for fundamental studies 
on the borders of classical and quantum mechanics, 
and also as a probe of decoherence processes of 
quantum and macroscopic bodies. Finally, our setup 
might prove fruitful for various applications in 
spectroscopy, quantum sensing and quantum 
technologies. 
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Introduction 

At present, considerable efforts are undertaken 
towards creating hybrid quantum systems for the 
development of quantum technologies. The 
motivation for a solid state-atomic interface 
emerges from the possibility to combine the 
advantages of both platforms. Trapped ultracold 
atoms offer very good coherence properties. One of 
the most promising candidates for an atomic system 
is an ultracold ion which can be isolated from the 
environment by being trapped with radiofrequency 
electric fields in ultra-high vacuum [1]. By laser 
cooling the ion to its motional ground state, one can 
manipulate its motional and spin degrees of 
freedom with high accuracy. Conversely, metallic 
nanowires are nanomechanical systems that are 
highly scalable and integrable and can be interfaced 
with diverse quantum devices. A great challenge is 
the coupling of the two systems while maintaining 
good coherence properties. In order to combine the 
aforementioned advantages, one has to be able to 
transfer quantum states between them. 

Here, we report progress towards the 
implementation of an interface between an ultracold 
ion and a metallic nanowire in a miniaturized 
segmented-layer ion trap (Fig. 1) in order to study 
the coupling between these two systems mediated 
by electric fields. We also propose a scheme for 
engineering the ion’s motional quantum states using 
the mechanical drive of the charged nanowire. Our 
immediate aim is to study experimentally the 
coupling mechanisms underlying this new interface. 
At a later stage of the project, we envisage the 
realization of the aforementioned state engineering 
schemes. 

   

Fig. 1 Left figure: Miniaturized segmented-layer ion trap 
consisting of a stack of gold-coated alumina wafers 
clamped together on a printed circuit board. Right figure: 
Schematic representation of the experiment in the 
trapping region. 

Classical simulations of the ion in the trap under 
the action of the nanowire 

A combination of finite elements calculations (FEM) 
for solving Laplace’s equation and molecular 
dynamics (MD) simulations for solving Newton’s 
equations of motion for this system have been 

performed in order to aid in the design of the ion 
trap. In the MD simulations, we implemented the 
nanowire’s effect as a force acting on the motion of a 
40Ca+ ion along with all the other forces that the ion 
is experiencing in a radiofrequency (RF) trap. We 
defined the parameters needed to realize the 
resonant excitation of the ion by the nanowire, e.g. 
the relative distance between these two systems, the 
nanowire’s amplitude of oscillation and the DC 
voltage applied to the nanowire. With this classical 
treatment, we were able to study the ion’s motion 
under the action of the vibrating nanowire for 
resonant and non-resonant coupling. Figure 2 
presents the trajectory of the ion as a function of 
time when the ion motion is unperturbed, near 
resonance and off-resonance from the nanowire. 
One can clearly see the effect of the nanowire on the 
ion motion for each case. 

 

Fig. 2 Trajectory of a trapped 40Ca+ ion unperturbed (blue 
solid line) and resonantly excited (red solid line) by driven 
nanowire. The magenta (green) and black (yellow) solid 
lines represent the ion trajectories with the cantilever 
frequency detuned by 10 kHz (20 kHz) above and below 
the resonance frequency, respectively. 

Quantum dynamics calculations 

To study the evolution of the ion motion in the 
quantum regime, we solved numerically the 
Lindblad master equation, 

	  

where we implemented motional decoherence based 
on realistic experimental parameters. We treated the 
nanowire as an oscillating electric field generated by 
a spherically charged particle located on its tip. We 
initialized the ion in its ground vibrational state 
which can be achieved experimentally by resolved-
sideband cooling. The total Hamiltonian in 
frequency units reads 

 

The second term which is quadratic in the sum of 
the ladder operators gives a shift in the vibrational 
levels of the ion and introduces squeezing. The last 
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term incorporates the coupling to the driving field 
and introduces a displacement of the ion. With this 
treatment, we were able to study the possibility of 
creating Gaussian and non-Gaussian quantum 
states of the ion by the driving field of the nanowire 
held at room temperature. In the simulations, we 
varied the factors that have different effects on the 
dynamics for the creation of different quantum 
states. These include the harmonic and anharmonic 
contributions of the ion-trap potential and the 
frequency mismatch of the motion of the ion with 
respect to the nanowire. Selected results are 
presented in figure 3. 

				  

     

    

Fig. 3 First row: Fock distribution and Wigner function of 
a coherent state of the ion created by the oscillating 
nanowire. Second row: Fock distribution and Wigner 
function of an arbitrary non-Gaussian state of the ion 
generated during the time evolution by the drive of the 
nanooscillator. Third row: Snapshots of the evolution of a 
coherent state under the anharmonicities of the trap 
potential. At different points in the time evolution, the 
Wigner function of the ion wavepacket splits into three 
and two parts. The latter situation corresponds to a 
Schrödinger cat state. 

We recently also initiated calculations describing the 
interactions in this system under cryogenic 
conditions when the motion of the nanowire is also 
quantized. The coupling Hamiltonian between the 
ion and the nanowire then reads 

  

where 𝑎𝑎", 𝑎𝑎, and 𝑏𝑏", 𝑏𝑏 are the ladder operators of the 
ion and the nanowire, respectively, and g is the 
coupling strength. In a set of preliminary 
simualtions, we considered as initial condition the 
ion to be in its ground vibrational state and the 

nanowire cooled to a thermal state with an average 
phonon number of 3. To describe the dissipation in 
the system, we formulated Lindblad superoperators 
assuming that both systems are oscillators with Q-
factors of 30000 and that the nanowire’s effective 
mass is at most six orders of magnitude higher than 
the mass of the calcium ion (which is the case for, 
e.g., a carbon nanofiber). Figure 4 presents the 
phonon dynamics of the ion and the nanowire. One 
can see that every 40 ms, a complete energy transfer 
from one system to the other occurs. Thus, it 
appears feasible to cool the nanowire down to its 
ground vibrational state with the ultracold ion. We 
have also confirmed that this energy transfer also 
corresponds to a state transfer (not shown here). 

 

Fig. 4 Phonon dynamics of an ultracold ion (blue solid 
line) coupled to a charged nanowire (green solid line). 

From both the semi-classical and full quantum 
descriptions, we conclude that the quantum motion 
of one system is mapped accurately onto the other, 
which may open up new possibilities for quantum 
sensing and quantum entanglement. Furthermore, 
the nanowire is coupled directly to the electric 
monopole of the ion. In this way, one can create 
coherent states with very large amplitudes without 
the need of, e.g., ultrafast potential switching with 
laser fields which cannot excite more than 20 
phonons due to the weaker coupling with the 
electric dipole and quadrupole of the ion [2]. 

Outlook 

The fabrication of the trap has finished and the 
experimental setup is currently under construction. 
Based on our theoretical results, we believe that this 
system will prove promising for fundamental studies 
on the borders of classical and quantum mechanics, 
and also as a probe of decoherence processes of 
quantum and macroscopic bodies. Finally, our setup 
might prove fruitful for various applications in 
spectroscopy, quantum sensing and quantum 
technologies. 
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Edge Quality of Hydrogen Plasma Defined 
Graphene Edges 

Graphene has emerged as a material very rich in 
interesting physical phenomena and holds great 
promise for the discovery of new effects, which are 
potentially valuable for both fundamental research 
and applications. Graphene nanoribbons (GNRs) 
are of particular interest as a playground for novel 
quantum states: in ribbons with crystallographic 
zigzag (zz) edge termination, ferromagnetic order of 
electron spins localized on the edge has been 
predicted [1], with spins at opposite ribbon edges 
pointing potentially in opposite directions due to 
inter-edge exchange. High quality zz edges are 
required to observe the predicted physical effects. 
However, fabricating clean GNRs with high quality 
crystallographic edges is very challenging. We 
developed a technique employing a cold remote 
hydrogen (H) plasma [2] which exhibits highly 
anisotropic etching yielding hexagonal shaped etch 
pits with edges pointing along the zz direction. We 
have shown [2], that anisotropic etching is not only 
possible for graphite surfaces, but is also present for 
single layer (SL) graphene if supported by a 
hexagonal Boron Nitride (hBN) substrate rather 
than SiO2. Although the AFM images look very 
promising for the edges to be of high quality, it 
remains unclear how large the edge disorder really 
is. To investigate the edge quality of H plasma 
defined graphene edges, we use Raman spectro-
scopy. It is known, that a pure zz edge does not show 
any D peak in the Raman spectrum [3, 4], thus the D 
peak presence can be used as the litmus test. 
Furthermore, we investigate the edge quality of H 
plasma defined edges by means of electronic 
transport measurements at low temperatures. We 
plan to condense our findings into a follow-up 
publication to our first paper on the characterization 
of the H plasma etching technique [2].  

Figure 1 shows AFM images of an artificial defect 
created in SL graphene on a hBN substrate before 
(a) and after (b) exposure to the remote H plasma. It 
is clearly visible that the round shaped hole evolves 
into a hexagonal etch pit, reflecting the anisotropy of 
the etch. In figure 1c Raman spectra are shown 
which were acquired at the edge regions indicated 
by black dashed circles in a) and b). Apparently, the 
D peak intensity increases upon H plasma exposure 
pointing towards an increased amount of armchair 
(ac) segments for the H plasma defined edge 
compared to the reactive ion etched (RIE) defined 
graphene edge. Further investigations are necessary 
to identify the origin of the relatively large D peak 
intensity and to find out how the etching process can 

possibly be optimized in order to create purer zz 
edges.				 

 

Fig. 1 a) AFM topography image of a RIE defined round 
shaped hole in a SL graphene flake. b) hexagonal etch pit 
after 2h of H plasma exposure. Scale bar valid for both 
AFM images. c) Raman spectra recorded at the regions 
indicated by the black dashed circles in a) and b). The 
single spectra are normalized to the graphene G peak and 
were recorded with a red laser (λ = 633 nm), circularly 
polarized light, an intensity of 1.5 mW and an integration 
time of 60 s with one accumulation.			

Hole Spins in Germanium-Silicon (GeSi) Core-
shell Nanowires (NWs) 

Hole spins in GeSi core-shell NWs are excellent 
candidates for the implementation of spin qubits. 
Due to the possibility of isotopical purification of the 
host materials and no contact hyperfine interaction, 
such hole spins are expected to exhibit high 
coherence times. Moreover, theoretical proposals 
[5] predict a strong and tunable spin orbit 
interaction (SOI) of Rashba type. Indeed, the special 
dipole coupled SOI, also called “direct Rashba SOI”, 
is expected to be one order of magnitude larger 
compared to the conventional Rashba SOI [5]. The 
strength and tunability of the SOI leads to important 
and desirable consequences. In particular such 
systems could provide fast spin manipulation, low 
spin decoherence and individually addressable 
spins. However, so far a thorough characterization 
of this SOI has not been made. We electrostatically 
tune hole quantum dots of variable length to very 
low hole occupation numbers and study their 
excited state spectrum, allowing us to make 
comparisons to theoretical predictions on the nature 
and strength of the SOI. 
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Figure 2a shows a scanning electron microscope 
(SEM) image of a GeSi NW device and b) depicts a 
schematic representation of a similar device. Five 
bottom gates (g1 to g5) consisting of Titanium (Ti) 
and Paladium (Pd) with a height of approx. 15 nm 
are fabricated on top of a p++ doped Si substrate 
with 300 nm thermal oxide. The relatively small 
gate pitch of 50 nm enables the possibility to tune 
the quantum dots to very low occupation numbers. 
The NW is placed on a 20 nm thick Al2O3 dielectric 
grown over the bottom gate structure by atomic 
layer deposition (ALD). The electrical contacts 
(Ti/Pd) are evaporated after an HF etch to remove 
the Si shell and enable electrical contact. In figure 
2c, we show the differential conductance dI/dV as a 
function of applied source drain voltage (VSD) and 
gate voltage on gate g2 (Vg2). Regular and well 
defined Coulomb diamonds are visible and illustrate 
the high electronic quality and tunability of the 
device. 

 

Fig. 2 a) SEM image showing an electrically contacted 
GeSi core-shell NW placed on top of five bottom gates 
(labeled g1 to g5). b) Schematic representation of the 
device shown in a). The Germanium- (red) Silicon (blue) 
core-shell NW lays on a 20 nm thick Al2O3 dielectric which 
electrically isolates it from the five bottom gates (yellow) 
The gate pitch is 50 nm. c) Differential conductance dI/dV 
as a function of VSD and Vg2 at barrier voltages g1 = 2000 
mV and g3 = 4000 mV. Regular and well defined coulomb 
diamonds are visible. Standard lock-in techniques were 
used with a AC-bias of 100 uV at a frequency of 177.73 Hz 
at a temperature of T = 1.6 K.  	

Further measurements have shown, that we are able 
to vary the dot size from about 50 nm (dot in 
between two adjacent gates) to about 200 nm (dot 
between g1 and g5). First magnetic field 

measurements allowed us to get an estimate of the 
g-factor in our device. Moreover, we can tune the 
system into a double quantum dot regime by using 
g1, g3 and g5 as barrier gates while g2 and g4 can be 
used as plunger gates. In this double dot 
configuration, we observe Pauli spin blockade 
physics and are currently investigating the leakage 
current as a function of the inter dot coupling to get 
insight into the nature and strength of the SOI in 
these systems.  

Future experiments will focus on the investigation 
and establishment of the tunability of the SOI by 
electric fields. For this purpose, we intend to 
fabricate local side gates giving us the possibility to 
tune the electric field strength across the NW. In a 
next step we intend to implement spin manipulation 
via the spin-orbit interaction. After realizing a single 
qubit, long-distance qubit-qubit interaction needs to 
be established in order to create two-qubit 
entangling gates. There are two ideas how this long-
distance qubit-qubit interaction can be achieved. 
First, metallic floating gates could capacitively 
connect qubit pairs [6]. Such a capacitive spin-spin 
connection is expected to be on the same order as 
the exchange energy of spins in neighbouring 
quantum dots. A second idea is based on the 
coupling of hole spins to a superconducting 
microwave cavity [7]. Thereby the interaction of the 
spins with the cavity field is mediated via the dipole 
moment of their charge degree of freedom and the 
SOI. 

The extension of the P1408 project to experiments 
with GeSi NWs was approved by Prof. Dominik M. 
Zumbühl and Prof. Daniel Loss.	
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Edge Quality of Hydrogen Plasma Defined 
Graphene Edges 

Graphene has emerged as a material very rich in 
interesting physical phenomena and holds great 
promise for the discovery of new effects, which are 
potentially valuable for both fundamental research 
and applications. Graphene nanoribbons (GNRs) 
are of particular interest as a playground for novel 
quantum states: in ribbons with crystallographic 
zigzag (zz) edge termination, ferromagnetic order of 
electron spins localized on the edge has been 
predicted [1], with spins at opposite ribbon edges 
pointing potentially in opposite directions due to 
inter-edge exchange. High quality zz edges are 
required to observe the predicted physical effects. 
However, fabricating clean GNRs with high quality 
crystallographic edges is very challenging. We 
developed a technique employing a cold remote 
hydrogen (H) plasma [2] which exhibits highly 
anisotropic etching yielding hexagonal shaped etch 
pits with edges pointing along the zz direction. We 
have shown [2], that anisotropic etching is not only 
possible for graphite surfaces, but is also present for 
single layer (SL) graphene if supported by a 
hexagonal Boron Nitride (hBN) substrate rather 
than SiO2. Although the AFM images look very 
promising for the edges to be of high quality, it 
remains unclear how large the edge disorder really 
is. To investigate the edge quality of H plasma 
defined graphene edges, we use Raman spectro-
scopy. It is known, that a pure zz edge does not show 
any D peak in the Raman spectrum [3, 4], thus the D 
peak presence can be used as the litmus test. 
Furthermore, we investigate the edge quality of H 
plasma defined edges by means of electronic 
transport measurements at low temperatures. We 
plan to condense our findings into a follow-up 
publication to our first paper on the characterization 
of the H plasma etching technique [2].  

Figure 1 shows AFM images of an artificial defect 
created in SL graphene on a hBN substrate before 
(a) and after (b) exposure to the remote H plasma. It 
is clearly visible that the round shaped hole evolves 
into a hexagonal etch pit, reflecting the anisotropy of 
the etch. In figure 1c Raman spectra are shown 
which were acquired at the edge regions indicated 
by black dashed circles in a) and b). Apparently, the 
D peak intensity increases upon H plasma exposure 
pointing towards an increased amount of armchair 
(ac) segments for the H plasma defined edge 
compared to the reactive ion etched (RIE) defined 
graphene edge. Further investigations are necessary 
to identify the origin of the relatively large D peak 
intensity and to find out how the etching process can 

possibly be optimized in order to create purer zz 
edges.				 

 

Fig. 1 a) AFM topography image of a RIE defined round 
shaped hole in a SL graphene flake. b) hexagonal etch pit 
after 2h of H plasma exposure. Scale bar valid for both 
AFM images. c) Raman spectra recorded at the regions 
indicated by the black dashed circles in a) and b). The 
single spectra are normalized to the graphene G peak and 
were recorded with a red laser (λ = 633 nm), circularly 
polarized light, an intensity of 1.5 mW and an integration 
time of 60 s with one accumulation.			

Hole Spins in Germanium-Silicon (GeSi) Core-
shell Nanowires (NWs) 

Hole spins in GeSi core-shell NWs are excellent 
candidates for the implementation of spin qubits. 
Due to the possibility of isotopical purification of the 
host materials and no contact hyperfine interaction, 
such hole spins are expected to exhibit high 
coherence times. Moreover, theoretical proposals 
[5] predict a strong and tunable spin orbit 
interaction (SOI) of Rashba type. Indeed, the special 
dipole coupled SOI, also called “direct Rashba SOI”, 
is expected to be one order of magnitude larger 
compared to the conventional Rashba SOI [5]. The 
strength and tunability of the SOI leads to important 
and desirable consequences. In particular such 
systems could provide fast spin manipulation, low 
spin decoherence and individually addressable 
spins. However, so far a thorough characterization 
of this SOI has not been made. We electrostatically 
tune hole quantum dots of variable length to very 
low hole occupation numbers and study their 
excited state spectrum, allowing us to make 
comparisons to theoretical predictions on the nature 
and strength of the SOI. 
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Figure 2a shows a scanning electron microscope 
(SEM) image of a GeSi NW device and b) depicts a 
schematic representation of a similar device. Five 
bottom gates (g1 to g5) consisting of Titanium (Ti) 
and Paladium (Pd) with a height of approx. 15 nm 
are fabricated on top of a p++ doped Si substrate 
with 300 nm thermal oxide. The relatively small 
gate pitch of 50 nm enables the possibility to tune 
the quantum dots to very low occupation numbers. 
The NW is placed on a 20 nm thick Al2O3 dielectric 
grown over the bottom gate structure by atomic 
layer deposition (ALD). The electrical contacts 
(Ti/Pd) are evaporated after an HF etch to remove 
the Si shell and enable electrical contact. In figure 
2c, we show the differential conductance dI/dV as a 
function of applied source drain voltage (VSD) and 
gate voltage on gate g2 (Vg2). Regular and well 
defined Coulomb diamonds are visible and illustrate 
the high electronic quality and tunability of the 
device. 

 

Fig. 2 a) SEM image showing an electrically contacted 
GeSi core-shell NW placed on top of five bottom gates 
(labeled g1 to g5). b) Schematic representation of the 
device shown in a). The Germanium- (red) Silicon (blue) 
core-shell NW lays on a 20 nm thick Al2O3 dielectric which 
electrically isolates it from the five bottom gates (yellow) 
The gate pitch is 50 nm. c) Differential conductance dI/dV 
as a function of VSD and Vg2 at barrier voltages g1 = 2000 
mV and g3 = 4000 mV. Regular and well defined coulomb 
diamonds are visible. Standard lock-in techniques were 
used with a AC-bias of 100 uV at a frequency of 177.73 Hz 
at a temperature of T = 1.6 K.  	

Further measurements have shown, that we are able 
to vary the dot size from about 50 nm (dot in 
between two adjacent gates) to about 200 nm (dot 
between g1 and g5). First magnetic field 

measurements allowed us to get an estimate of the 
g-factor in our device. Moreover, we can tune the 
system into a double quantum dot regime by using 
g1, g3 and g5 as barrier gates while g2 and g4 can be 
used as plunger gates. In this double dot 
configuration, we observe Pauli spin blockade 
physics and are currently investigating the leakage 
current as a function of the inter dot coupling to get 
insight into the nature and strength of the SOI in 
these systems.  

Future experiments will focus on the investigation 
and establishment of the tunability of the SOI by 
electric fields. For this purpose, we intend to 
fabricate local side gates giving us the possibility to 
tune the electric field strength across the NW. In a 
next step we intend to implement spin manipulation 
via the spin-orbit interaction. After realizing a single 
qubit, long-distance qubit-qubit interaction needs to 
be established in order to create two-qubit 
entangling gates. There are two ideas how this long-
distance qubit-qubit interaction can be achieved. 
First, metallic floating gates could capacitively 
connect qubit pairs [6]. Such a capacitive spin-spin 
connection is expected to be on the same order as 
the exchange energy of spins in neighbouring 
quantum dots. A second idea is based on the 
coupling of hole spins to a superconducting 
microwave cavity [7]. Thereby the interaction of the 
spins with the cavity field is mediated via the dipole 
moment of their charge degree of freedom and the 
SOI. 

The extension of the P1408 project to experiments 
with GeSi NWs was approved by Prof. Dominik M. 
Zumbühl and Prof. Daniel Loss.	
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Introduction 

To date, most methods used to determine the 
viscosity and mass density of liquids have two 
drawbacks: Long measurement time (in the range of 
minutes) and high sample consumption (in the 
range of milliliters). Nanomechanical transducers 
promise to overcome these limitations.  

We previously developed a high-throughput micro-
viscometer allowing liquid characterization using 
nano-mechanical cantilevers. The instrument is 
geared to measure viscosity and liquid density 
values of small aqueous droplets in a two-phase 
microfluidic system with a time resolution in the 
millisecond range [1] (Fig. 1).  

 

Fig. 1 Screening of aqueous droplets in a two-phase 
microfluidics using a nanomechanical cantilever 
transducer. The passage of an individual droplet is 
shown. Sideband tracking with a dual phase lock loop 
(PLL) was used to measure eigenfrequency and quality 
factor. These two values allow the calculation of liquid 
density and viscosity. When the oil–water interface 
passes the microcantilever, the laser beams are scattered 
and the PLL controllers adjust to the new values, resulting 
in a transition region of several 100 ms. Immersed in 
sample, a new stable value is achieved, until the droplet is 
replaced by oil again. Figure adjusted from [1].  

Micro-viscometer using nano-mechanical 
membranes 

We now developed a new set-up employing fully 
clamped membranes as resonators (Fig. 2). These 
Si3N4 membranes on a silica wafer form a well for 
sample deposition. The membrane side towards the 
optics is gold coated for optimal actuation of the 
membrane by the phototermal excitation system. 
This conception has several potential advantages: 
(i) The small cavity allows further reduction of the 

sample volume; (ii) the sample can be loaded from 
the top using a microcapillary coupled to a high-
precision pump. This also allows triggering of 
reactions by adding effector molecules as shown in 
Fig. 3; (iii) arrays of Si3N4 membranes allow the 
multiplexed characterization of samples; (iv), the 
quality factor of these resonators is significantly 
higher than of fully immersed cantilevers; and (iv), 
the optical excitation and detection system does not 
need to pass through the liquid. Therefore, also non-
transparent samples can be characterized. 

 

Fig. 2. Measurement set-up. A) Schematic of the 
photothermal excitation system. The chip with the Si3N4 
membrane is placed on a copper plate (CU), which is 
temperature controlled via two small peltier elements. 
The copper plate is mounted on a x,y-stage, which allows 
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the chip to be moved relative to the excitation (E, 
𝜆𝜆 = 406 𝑛𝑛𝑚𝑚) and read-out laser (R, 𝜆𝜆	= 780 𝑛𝑛𝑚𝑚). The two 
lasers are focused by an achromatic objective (OBJ), 
which is mounted on a focussing mechanic (FH). 
Focussing and alignment on the membrane can be 
observed via a camera (CAM1), a broadband (BM1) and 
an 8:92 mirror. The excitation and read out laser are 
combined using a dichroic mirror (DM). The 
measurement can also be observed via a lens system (LS) 
and an observation camera (CAM2). Inset: Photographs 
of chip holder from copper (CU) and mounted chip 
(CHIP). B) Photograph of set-up. Visible are the x,y-stage, 
chip holder (CU), alignment camera (CAM1) and 
observation lens (LS) with illumination system (I). Note, 
that the high precision pump allows sample loading from 
the top via a microcapillary. 

The set-up is now ready to be used for 
measurements. The experiments confirmed that the 
quality factors of the membrane vibration are 
indeed significantly higher than employing fully 
immersed nano-mechanical cantilevers. The 
implemented pump system allows easy and precise 
priming of the chip-well above the membrane. A 
humidity chamber avoids evaporation of liquid from 
the sample well. Upon calibration [2], the new 
viscometer provides reliable liquid density and 
viscosity measurements (data not shown).  

Biological experiments  

As preliminary biological experiments, we invest-
igated the assembly of filamentous proteins (Fig. 3). 
After loading of the protein in the monomeric form 
into the measurement well, the eigenfrequency 
shifts to lower values. This is due to unspecific 
adsorption of the monomer onto the membrane 
interface, increasing the mass of the resonator. After 
10 min, the eigenfrequency stabilizes and the 
membrane is saturated. Subsequently, adding 
effector molecules triggers the aggregation of the 
monomeric protein to filaments. Growing fibrils are 
expected to shift the viscosity to higher values. 
Indeed, the Q-factor decrease, due to higher 
damping, which is related to an increase of the 
viscosity (Fig. 3). 

 

Fig. 3. Preliminary characterization of the protein 
aggregation of a filamentous protein. The protein is first 
loaded as monomer in the chip well (1). The reaction is 
triggered by adding effector molecules (2). The upper 
panel shows the amplitude spectrum, the lower the phase 
response. Start of the experiment is shown in red getting 
white towards the end of the experiment. The amplitude 
peak gets lower and broader (decreasing of the Q-factor) 
but only marginally shifts to lower frequencies (no mass 
adsorption, no significant change of liquid density).  

Summary and outlook 

The instrument and the corresponding control 
software are now completed and biological 
experiments are ongoing.  
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Introduction 

To date, most methods used to determine the 
viscosity and mass density of liquids have two 
drawbacks: Long measurement time (in the range of 
minutes) and high sample consumption (in the 
range of milliliters). Nanomechanical transducers 
promise to overcome these limitations.  

We previously developed a high-throughput micro-
viscometer allowing liquid characterization using 
nano-mechanical cantilevers. The instrument is 
geared to measure viscosity and liquid density 
values of small aqueous droplets in a two-phase 
microfluidic system with a time resolution in the 
millisecond range [1] (Fig. 1).  

 

Fig. 1 Screening of aqueous droplets in a two-phase 
microfluidics using a nanomechanical cantilever 
transducer. The passage of an individual droplet is 
shown. Sideband tracking with a dual phase lock loop 
(PLL) was used to measure eigenfrequency and quality 
factor. These two values allow the calculation of liquid 
density and viscosity. When the oil–water interface 
passes the microcantilever, the laser beams are scattered 
and the PLL controllers adjust to the new values, resulting 
in a transition region of several 100 ms. Immersed in 
sample, a new stable value is achieved, until the droplet is 
replaced by oil again. Figure adjusted from [1].  

Micro-viscometer using nano-mechanical 
membranes 

We now developed a new set-up employing fully 
clamped membranes as resonators (Fig. 2). These 
Si3N4 membranes on a silica wafer form a well for 
sample deposition. The membrane side towards the 
optics is gold coated for optimal actuation of the 
membrane by the phototermal excitation system. 
This conception has several potential advantages: 
(i) The small cavity allows further reduction of the 

sample volume; (ii) the sample can be loaded from 
the top using a microcapillary coupled to a high-
precision pump. This also allows triggering of 
reactions by adding effector molecules as shown in 
Fig. 3; (iii) arrays of Si3N4 membranes allow the 
multiplexed characterization of samples; (iv), the 
quality factor of these resonators is significantly 
higher than of fully immersed cantilevers; and (iv), 
the optical excitation and detection system does not 
need to pass through the liquid. Therefore, also non-
transparent samples can be characterized. 

 

Fig. 2. Measurement set-up. A) Schematic of the 
photothermal excitation system. The chip with the Si3N4 
membrane is placed on a copper plate (CU), which is 
temperature controlled via two small peltier elements. 
The copper plate is mounted on a x,y-stage, which allows 
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the chip to be moved relative to the excitation (E, 
𝜆𝜆 = 406 𝑛𝑛𝑚𝑚) and read-out laser (R, 𝜆𝜆	= 780 𝑛𝑛𝑚𝑚). The two 
lasers are focused by an achromatic objective (OBJ), 
which is mounted on a focussing mechanic (FH). 
Focussing and alignment on the membrane can be 
observed via a camera (CAM1), a broadband (BM1) and 
an 8:92 mirror. The excitation and read out laser are 
combined using a dichroic mirror (DM). The 
measurement can also be observed via a lens system (LS) 
and an observation camera (CAM2). Inset: Photographs 
of chip holder from copper (CU) and mounted chip 
(CHIP). B) Photograph of set-up. Visible are the x,y-stage, 
chip holder (CU), alignment camera (CAM1) and 
observation lens (LS) with illumination system (I). Note, 
that the high precision pump allows sample loading from 
the top via a microcapillary. 

The set-up is now ready to be used for 
measurements. The experiments confirmed that the 
quality factors of the membrane vibration are 
indeed significantly higher than employing fully 
immersed nano-mechanical cantilevers. The 
implemented pump system allows easy and precise 
priming of the chip-well above the membrane. A 
humidity chamber avoids evaporation of liquid from 
the sample well. Upon calibration [2], the new 
viscometer provides reliable liquid density and 
viscosity measurements (data not shown).  

Biological experiments  

As preliminary biological experiments, we invest-
igated the assembly of filamentous proteins (Fig. 3). 
After loading of the protein in the monomeric form 
into the measurement well, the eigenfrequency 
shifts to lower values. This is due to unspecific 
adsorption of the monomer onto the membrane 
interface, increasing the mass of the resonator. After 
10 min, the eigenfrequency stabilizes and the 
membrane is saturated. Subsequently, adding 
effector molecules triggers the aggregation of the 
monomeric protein to filaments. Growing fibrils are 
expected to shift the viscosity to higher values. 
Indeed, the Q-factor decrease, due to higher 
damping, which is related to an increase of the 
viscosity (Fig. 3). 

 

Fig. 3. Preliminary characterization of the protein 
aggregation of a filamentous protein. The protein is first 
loaded as monomer in the chip well (1). The reaction is 
triggered by adding effector molecules (2). The upper 
panel shows the amplitude spectrum, the lower the phase 
response. Start of the experiment is shown in red getting 
white towards the end of the experiment. The amplitude 
peak gets lower and broader (decreasing of the Q-factor) 
but only marginally shifts to lower frequencies (no mass 
adsorption, no significant change of liquid density).  

Summary and outlook 

The instrument and the corresponding control 
software are now completed and biological 
experiments are ongoing.  
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Introduction 

Antiferromagnetic materials become increasingly 
important for modern spintronics devices such as 
spin valves and magnetic random access memories 
and for the development of novel ultra-hard 
magnetic materials [1,2]. Some antiferromagnetic 
materials are further multiferroic, i.e. exhibit 
additional ferro-electric order, and may therefore 
allow the manipulation of the magnetic order by 
electric fields [3,4]. While the properties of such 
materials are intensively investigated in their 
respective bulk and thin film forms the nanoscale 
properties still are poorly understood. However, the 
absence of net magnetic moments in 
antiferromagnetic systems makes studying 
nanostructures with antiferro-magnetic order very 
challenging. In this project, we aim to correlate 
magnetic, electronic and chemical properties with 
their morphology combining scanning electron 
microscopy (SEM) and X-ray photoemission electron 
microscopy (X-PEEM) by means of X-ray absorption 
(XA) and X-ray linear dichroism (XLD) 
spectromicroscopy. 

In our previous report, we presented evidence for 
room temperature (RT) magnetic order in individual 
goethite nanoparticles (α-FeOOH). Temperature-
dependent X-ray linear dichroism (XLD) spectra of 
individual goethite nanoparticles suggested 
antiferromagnetic order at room RT. However, we 
found no direct correlation between morphology and 
the linear dichroism, which we attribute to the typical 
polycrystalline morphology of our goethite nano-
particles, which can lead to non-trivial magnetic 
properties. Here, we apply our experimental 
approach to single crystalline Cobalt oxide 
CoO/Co3O4 nanooctahedra. Previous experiments 
revealed ferromagnetic moments at the strained 
CoO/Co3O4 interface [2]. However, the relation 
between the strain-induced moments and the 
antiferromagnetic spin axis of the core as well as the 
actual orientation of the latter with respect to the 
crystal lattice of CoO remained unclear so far. 

Experimental 

The CoO/Co3O4 nanooctahedra are dispersed on 
silicon substrates with gold marker structures by 
drop casting.  The gold marker structures are used to 
identify the very same nanoparticles in X-PEEM and 
SEM measurements. X-PEEM experiments are 
performed at the Surface/Interface Microscopy 
(SIM) beamline of the Swiss Light Source. 

Synchrotron radiation provides highly brilliant, very 
intense and polarized X-rays required for these 
investigations (Fig. 1a). Spatially resolved XA spectra 
recorded with linearly horizontally and vertically 
polarized X-rays are used to probe X-ray linear 
dichroism (XLD) at the Cobalt L3 edge. 

 

Fig. 1 a) Scheme of the experimental setup, where the X-ray 
propagation direction (k) and the particles spin axis (S) are 
indicated, b) Co L3 reference spectrum recorded on a CoO 
single crystal [7]. In the inset, a TEM image of the CoO 
nanooctahedra (scale bar: 100 nm). In c) and d) the same 
spots imaged by SEM and X-PEEM at the Co L3 edge, 

respectively. The white circles indicate the same CoO 
nanooctahedra. Scale bar: 1 µm. 

Results 

Figure 1b shows a XA spectrum of a single crystal 
CoO reference [5]. The inset shows a TEM image of 
the CoO nanooctahedra with different orientations 
[2]. Figure 1c and 1d display an SEM and an X-PEEM 
at the Co L3 edge of the same spot on the sample, 
which show the very same nanooctahedra.  

Figures 2a and 2e display high resolution SEM 
images of two individual CoO nanooctehedra with the 
top facets top {111} facet indicated by the black 
dashed lines, cf. Ref. [2]. Figures 2b and 2f show the 
respective XA spectra recorded with linear 
horizontally (solid black line) and vertically (dashed 
red line) polarized radiation at room temperature 
(RT). The respective XLD spectra are presented in 
figures 2c and 2g reveal almost no linear dichroism. 
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However, when cooling the sample down to 120 K, we 
observe in both particles a significant XLD signal as 
shown in figures 2d and h. 

 

Fig. 2 a) and e) are SEM images of two individual CoO 
nanoparticles. The inset shows the X-ray propagation 
direction (black), and the linear horizontal (blue) and 
vertical polarization (red) in the experiment. The white 
arrows indicate the respective [111] directions of the top 
with respect to the top facets [111]. b)-d) and f)-h) show the 
XA spectra in linear polarization, the XLD spectra at RT 
and 120 K (green) and the reference spectra [8] (black 
lines), respectively. 

These data reveal two remarkable findings. On the 
one hand the change in the XLD spectra from RT to 
120 K indicates a magnetic phase transition from an 
unordered towards a magnetically ordered state. On 
the other hand, distinctly different XLD spectra for 
the two individual nanoparticles were found (Fig. 2d 
and h). For bulk CoO it is known that the magnetic 
order is driven by lattice distortion from a cubic to a 
tetragonal lattice [6]. Further it is known, that both, 
magnetic and structural phase transitions contribute 
to XLD spectra [6]. The magnetic ordering 
temperature of similar CoO nanoparticles has been 
found to be around 285 K which corresponds to the 
bulks Néel temperature [2]. Further, it is known that 
the XLD effect depends on the relative orientation of 
X-ray polarization vector, crystal axes, and 
antiferromagnetic spin axis. Thus, the individual 
character of the XLD spectra in figure 2d and h might 
be due to the distinct orientation of the particles with 

respect to the X-ray propagation vector (Fig. 2a and 
e). The spectral shape we find is supported by 
literature reference spectra [8] but the correlation 
has to be analyzed further to get more quantitative 
insights. 

Summary and Outlook 

We measured XA and XLD spectra of individual 
CoO/Co3O4 core–shell nanooctahedra at different 
temperatures by means of X-PEEM. SEM images of 
the very same nanoparticles reveal information on 
the morphology of the nanoparticles, e.g. surface 
facets, which allow us to correlate the XLD spectra 
with the structure of the particles. Our temperature-
dependent XLD data indicate a magneto-structural 
phase transition in the nanoparticles in a 
temperature window between 120 K and RT. Further, 
we plan to measure XLD as a function of azimuthal 
sample orientation (in-plane rotation indicated by 
the black arrow in Fig. 1a). This will allow us to 
exploit the known relation between X-ray 
polarization vector, crystal axes and magnetization 
axes in order to determine the spontaneous 
orientation of the antiferromagnetic spin axis with 
respect to the crystal lattice of the nanooctahedra. 
Influences of micro-structural defects will be studied 
further by means of TEM.  
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Introduction 

Antiferromagnetic materials become increasingly 
important for modern spintronics devices such as 
spin valves and magnetic random access memories 
and for the development of novel ultra-hard 
magnetic materials [1,2]. Some antiferromagnetic 
materials are further multiferroic, i.e. exhibit 
additional ferro-electric order, and may therefore 
allow the manipulation of the magnetic order by 
electric fields [3,4]. While the properties of such 
materials are intensively investigated in their 
respective bulk and thin film forms the nanoscale 
properties still are poorly understood. However, the 
absence of net magnetic moments in 
antiferromagnetic systems makes studying 
nanostructures with antiferro-magnetic order very 
challenging. In this project, we aim to correlate 
magnetic, electronic and chemical properties with 
their morphology combining scanning electron 
microscopy (SEM) and X-ray photoemission electron 
microscopy (X-PEEM) by means of X-ray absorption 
(XA) and X-ray linear dichroism (XLD) 
spectromicroscopy. 

In our previous report, we presented evidence for 
room temperature (RT) magnetic order in individual 
goethite nanoparticles (α-FeOOH). Temperature-
dependent X-ray linear dichroism (XLD) spectra of 
individual goethite nanoparticles suggested 
antiferromagnetic order at room RT. However, we 
found no direct correlation between morphology and 
the linear dichroism, which we attribute to the typical 
polycrystalline morphology of our goethite nano-
particles, which can lead to non-trivial magnetic 
properties. Here, we apply our experimental 
approach to single crystalline Cobalt oxide 
CoO/Co3O4 nanooctahedra. Previous experiments 
revealed ferromagnetic moments at the strained 
CoO/Co3O4 interface [2]. However, the relation 
between the strain-induced moments and the 
antiferromagnetic spin axis of the core as well as the 
actual orientation of the latter with respect to the 
crystal lattice of CoO remained unclear so far. 

Experimental 

The CoO/Co3O4 nanooctahedra are dispersed on 
silicon substrates with gold marker structures by 
drop casting.  The gold marker structures are used to 
identify the very same nanoparticles in X-PEEM and 
SEM measurements. X-PEEM experiments are 
performed at the Surface/Interface Microscopy 
(SIM) beamline of the Swiss Light Source. 

Synchrotron radiation provides highly brilliant, very 
intense and polarized X-rays required for these 
investigations (Fig. 1a). Spatially resolved XA spectra 
recorded with linearly horizontally and vertically 
polarized X-rays are used to probe X-ray linear 
dichroism (XLD) at the Cobalt L3 edge. 

 

Fig. 1 a) Scheme of the experimental setup, where the X-ray 
propagation direction (k) and the particles spin axis (S) are 
indicated, b) Co L3 reference spectrum recorded on a CoO 
single crystal [7]. In the inset, a TEM image of the CoO 
nanooctahedra (scale bar: 100 nm). In c) and d) the same 
spots imaged by SEM and X-PEEM at the Co L3 edge, 

respectively. The white circles indicate the same CoO 
nanooctahedra. Scale bar: 1 µm. 

Results 

Figure 1b shows a XA spectrum of a single crystal 
CoO reference [5]. The inset shows a TEM image of 
the CoO nanooctahedra with different orientations 
[2]. Figure 1c and 1d display an SEM and an X-PEEM 
at the Co L3 edge of the same spot on the sample, 
which show the very same nanooctahedra.  

Figures 2a and 2e display high resolution SEM 
images of two individual CoO nanooctehedra with the 
top facets top {111} facet indicated by the black 
dashed lines, cf. Ref. [2]. Figures 2b and 2f show the 
respective XA spectra recorded with linear 
horizontally (solid black line) and vertically (dashed 
red line) polarized radiation at room temperature 
(RT). The respective XLD spectra are presented in 
figures 2c and 2g reveal almost no linear dichroism. 
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However, when cooling the sample down to 120 K, we 
observe in both particles a significant XLD signal as 
shown in figures 2d and h. 

 

Fig. 2 a) and e) are SEM images of two individual CoO 
nanoparticles. The inset shows the X-ray propagation 
direction (black), and the linear horizontal (blue) and 
vertical polarization (red) in the experiment. The white 
arrows indicate the respective [111] directions of the top 
with respect to the top facets [111]. b)-d) and f)-h) show the 
XA spectra in linear polarization, the XLD spectra at RT 
and 120 K (green) and the reference spectra [8] (black 
lines), respectively. 

These data reveal two remarkable findings. On the 
one hand the change in the XLD spectra from RT to 
120 K indicates a magnetic phase transition from an 
unordered towards a magnetically ordered state. On 
the other hand, distinctly different XLD spectra for 
the two individual nanoparticles were found (Fig. 2d 
and h). For bulk CoO it is known that the magnetic 
order is driven by lattice distortion from a cubic to a 
tetragonal lattice [6]. Further it is known, that both, 
magnetic and structural phase transitions contribute 
to XLD spectra [6]. The magnetic ordering 
temperature of similar CoO nanoparticles has been 
found to be around 285 K which corresponds to the 
bulks Néel temperature [2]. Further, it is known that 
the XLD effect depends on the relative orientation of 
X-ray polarization vector, crystal axes, and 
antiferromagnetic spin axis. Thus, the individual 
character of the XLD spectra in figure 2d and h might 
be due to the distinct orientation of the particles with 

respect to the X-ray propagation vector (Fig. 2a and 
e). The spectral shape we find is supported by 
literature reference spectra [8] but the correlation 
has to be analyzed further to get more quantitative 
insights. 

Summary and Outlook 

We measured XA and XLD spectra of individual 
CoO/Co3O4 core–shell nanooctahedra at different 
temperatures by means of X-PEEM. SEM images of 
the very same nanoparticles reveal information on 
the morphology of the nanoparticles, e.g. surface 
facets, which allow us to correlate the XLD spectra 
with the structure of the particles. Our temperature-
dependent XLD data indicate a magneto-structural 
phase transition in the nanoparticles in a 
temperature window between 120 K and RT. Further, 
we plan to measure XLD as a function of azimuthal 
sample orientation (in-plane rotation indicated by 
the black arrow in Fig. 1a). This will allow us to 
exploit the known relation between X-ray 
polarization vector, crystal axes and magnetization 
axes in order to determine the spontaneous 
orientation of the antiferromagnetic spin axis with 
respect to the crystal lattice of the nanooctahedra. 
Influences of micro-structural defects will be studied 
further by means of TEM.  
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Multienzymes are biological assembly lines 

Metabolism is an essential characteristic of life. It 
involves all processes for the biosynthesis and 
degradation of chemical compounds required to 
replicate cells and to form tissues, organs and entire 
organisms. Proteins are required to catalyze many 
metabolic reactions for efficient turnover under 
biological conditions. Most common enzymes 
catalyze only a single reaction step before releasing 
the products into the cellular environment. However, 
several classes of important and complex 
biomolecules require more elaborate biosynthetic 
systems, because their biosynthesis involves reactive 
or poorly soluble intermediates or requires a strict 
order of multiple reaction steps. Multienzymes 
integrate multiple catalytic activities at different sites 
into giant polypeptides and employ specific shuttling 
mechanisms to transfer intermediates between the 
different active sites. Most multienzymes are highly 
dynamic, however, the contribution of dynamics to 
the overall emergent properties of these giant protein 
factories remains poorly understood.  

In this project, we aim to (i) develop methods for the 
visualization and analysis of multienzyme dynamics 
at the single molecule level and (ii) to apply these 
methods to studies of key enzymes in human 
metabolism or in microbial secondary metabolite 
production.  

To study the dynamic behavior of multienzymes, we 
are developing two complimentary methods towards 
the application to complex protein systems. First, 
High Speed Atomic Force Microscopy (HS-AFM) 
provides direct visualization of single multienzyme 
dynamics, however, with severely limited time- and 
spatial resolution and the limitation to convoluted 
surface representations. Second, single molecule 
(sm) fluorescence methods, in particular those based 
on Förster resonance energy transfer (FRET) permit 
highest temporal and spatial resolution, but require 
difficult labeling and provide only indirect 
information based on attached fluorescent labels.  

We are studying the mammalian fatty acid synthase 
(FAS) (Fig. 1). FAS is arguably the most complex 
multienzyme present in humans and comprises six 
different catalytic sites, which catalyze more than 40 
individual reaction steps in the biosynthesis of 
palmitoyl-coenzyme A from carbohydrate derived 
precursors [1]. FAS also integrates a flexibly linked 
carrier protein unit (ACP) that covalently tethers acyl 
intermediates and shuttles them to the individual 
catalytic sites. The active form of FAS is a 540kDA 
dimer of two identical 2500 amino acid polypeptides. 
Functional studies and in particular crystallographic 
and electron microscopy analysis have revealed 
asymmetric states and large-scale dynamics of FAS, 

with initial hints towards a correlation between 
structural and functional states [1].  

FAS shares many, although not all, principles of its 
structural organization with related polyketide 
synthases (PKS) [2]. Microbial PKS utilize the same 
chemical logic as FAS for stepwise precursor 
elongation. However, by controlling the extent of 
precursor modification they can produce more 
complex products than just saturated fatty acids. FAS 
always acts in iterative cycles.  While some PKS also 
act iteratively, others catalyze only a single round of 
precursor extension as part of a large chain of 
covalently or non-covalently tethered PKSs. 
Substrates are vectorially shuttled through these 
chains of PKS, which truly act as modular assembly 
lines. The polyketide products of PKS include many 
clinically relevant drugs, including antibiotics and 
immunosuppressants. Systematic re-engineering of 
PKS would open a path to unlock the full potential of 
polyketides in drug discovery. However, due to a lack 
of understanding of structural constraints, many 
attempts for PKS engineering have been inefficient.   

 

Fig. 1 FAS structure and setup for multi-view HS-AFM 
filming of FAS. Upper panel: Structural model of FAS. 
Lower panel: FAS was non-specifically immobilized on 
mica (left), or selectively immobilized bilayers with N- 
(center) or C-terminal (right) tags on functionalized lipid 
bilayers.  

High-speed AFM analysis of multienzymes 

Atomic Force Microscopy (AFM) is a high resolution 
(sub-nanometer) surface topography imaging 
technique, which uses a microscopic cantilever tip to 
probe the surface of the sample. Since AFM can be 
performed on samples in aqueous environment 
under biological conditions, it is uniquely suited to 
study biomolecules under native conditions. HS-
AFM is uniquely suited to studies of the dynamic 
behavior of macromolecules, because it uses low 
imaging forces and high scanning rates [3]. Here, we 

  Project P1503 

apply HS-AFM to FAS in an attempt to visualize 
large-scale conformational changes [4], which were 
expected to occur on a 10-500ms timescale and 
involve structural changes in the 1-10nm domain.  

Compared to samples comprising higher oligomers 
or filaments, the dimeric FAS is a highly challenging 
sample. To overcome problems of preferential 
orientation and surface effects on protein dynamics, 
we have combined unspecific immobilization on mica 
with different modes of selective tethering to 
functionalized lipid bilayers (Fig. 1). HS-AFM 
scanning was performed with up to 10 frames per 
second and achieved approx. 2-5nm lateral and 
1.5nm vertical resolution. The obtained data are 
consistent with synthetic AFM data simulated using 
in-house developed software based on X-ray crystal 
structures. Based on auto-correlation analysis, the 
imaging process reaches a time-resolution that is 
suited for analysis of large-scale domain motions. 

For the analysis of HS-AFM movie frame series, we 
have applied a similar strategy as used in the analysis 
of single particles in electron microscopy. An 
algorithm for reference-free classification of 2D 
projection TEM images was used to classify 
individual movie frames of FAS recordings, which 
had been extracted from the original movie context. 
Classification was sufficiently effective to 
preferentially re-group frames according to their 
original movie context and to identify common views 
of FAS states across and within different FAS movies 
(Fig. 2). As a result, we have established an approach 
for analyzing distinct states of multienzymes as well 
as their transition kinetics between states in aqueous 
solution. Next steps are to apply this approach to 
study other multienzymes and to probe dynamics in 
different states of catalysis.   

 

Fig. 2 HS-AFM characterization of FAS. Upper panel: 
Time-series of HS-AFM images from a single movie of FAS. 
Lower panel: Example of reference-free classification of 
individual movie frames of FAS across and within movies.    

Towards single-molecule fluorescence studies  

smFRET is very well suited for studies of protein 
dynamics because of its high temporal (ns time scale) 
and spatial resolution in resolving distances between 

fluorophores in a limited distance range (1-10 nm). 
smFRET uses diluted fluorescently labeled protein 
samples in a small confocal excitation volume to 
measure signals from single molecules. A 
prerequisite for smFRET studies is labeling of 
proteins with donor and acceptor fluorophores. For 
proteins, this is generally done by genetically 
introducing fluorescent proteins or via selective 
chemical labeling e.g. of cysteine or lysine amino 
acids. However, fluorescent protein tags may impair 
multienzymes dynamics and provide limited 
resolution. Chemical labelling targets reactive 
groups, which are essential for function in FAS (and 
most other multienzymes) and thus conflicts with 
protein function. A promising alternative is the 
incorporation of bio-orthogonal handles into 
proteins for selective chemical labelling via 
introduction of unnatural amino acids by genetic 
code expansion (GCE). GCE is well established in 
bacterial systems for single-site labelling. However, 
dual or multi-site labelling and GCE in eukaryotic 
expression systems still present substantial 
challenges.  

Due to their large size and essential post-trans-
lational modifications, FAS and other multienzymes 
are most effectively produced in eukaryotic systems, 
e.g. in insect and mammalian cells.	Currently, we are 
introducing GCE systems into mammalian and insect 
cell expression systems for incorporating two or more 
unnatural amino acids into multienzymes. After 
labelling the different domains of multienzymes, we 
aim to use smFRET and FCS (Fluorescence 
Correlation Spectro-scopy) measurements to study 
the short-range and long-range motions in FAS and 
other multienzymes. The genetic incorporation of 
fluorescent unnatural amino acids may also enable 
performing in-vivo studies.  

Overall, we have demonstrated the feasibility of 
filming multienzymes by HS-AFM to analyze large-
scale conformational dynamics. We now expand this 
approach and develop complementary fluorescence-
based analysis. Our work shall reveal the structural 
basis of the emergent properties multienzymes and 
ultimately provide blueprints for the engineering of 
novel, efficient bio-inspired molecular factories.    
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Multienzymes are biological assembly lines 

Metabolism is an essential characteristic of life. It 
involves all processes for the biosynthesis and 
degradation of chemical compounds required to 
replicate cells and to form tissues, organs and entire 
organisms. Proteins are required to catalyze many 
metabolic reactions for efficient turnover under 
biological conditions. Most common enzymes 
catalyze only a single reaction step before releasing 
the products into the cellular environment. However, 
several classes of important and complex 
biomolecules require more elaborate biosynthetic 
systems, because their biosynthesis involves reactive 
or poorly soluble intermediates or requires a strict 
order of multiple reaction steps. Multienzymes 
integrate multiple catalytic activities at different sites 
into giant polypeptides and employ specific shuttling 
mechanisms to transfer intermediates between the 
different active sites. Most multienzymes are highly 
dynamic, however, the contribution of dynamics to 
the overall emergent properties of these giant protein 
factories remains poorly understood.  

In this project, we aim to (i) develop methods for the 
visualization and analysis of multienzyme dynamics 
at the single molecule level and (ii) to apply these 
methods to studies of key enzymes in human 
metabolism or in microbial secondary metabolite 
production.  

To study the dynamic behavior of multienzymes, we 
are developing two complimentary methods towards 
the application to complex protein systems. First, 
High Speed Atomic Force Microscopy (HS-AFM) 
provides direct visualization of single multienzyme 
dynamics, however, with severely limited time- and 
spatial resolution and the limitation to convoluted 
surface representations. Second, single molecule 
(sm) fluorescence methods, in particular those based 
on Förster resonance energy transfer (FRET) permit 
highest temporal and spatial resolution, but require 
difficult labeling and provide only indirect 
information based on attached fluorescent labels.  

We are studying the mammalian fatty acid synthase 
(FAS) (Fig. 1). FAS is arguably the most complex 
multienzyme present in humans and comprises six 
different catalytic sites, which catalyze more than 40 
individual reaction steps in the biosynthesis of 
palmitoyl-coenzyme A from carbohydrate derived 
precursors [1]. FAS also integrates a flexibly linked 
carrier protein unit (ACP) that covalently tethers acyl 
intermediates and shuttles them to the individual 
catalytic sites. The active form of FAS is a 540kDA 
dimer of two identical 2500 amino acid polypeptides. 
Functional studies and in particular crystallographic 
and electron microscopy analysis have revealed 
asymmetric states and large-scale dynamics of FAS, 

with initial hints towards a correlation between 
structural and functional states [1].  

FAS shares many, although not all, principles of its 
structural organization with related polyketide 
synthases (PKS) [2]. Microbial PKS utilize the same 
chemical logic as FAS for stepwise precursor 
elongation. However, by controlling the extent of 
precursor modification they can produce more 
complex products than just saturated fatty acids. FAS 
always acts in iterative cycles.  While some PKS also 
act iteratively, others catalyze only a single round of 
precursor extension as part of a large chain of 
covalently or non-covalently tethered PKSs. 
Substrates are vectorially shuttled through these 
chains of PKS, which truly act as modular assembly 
lines. The polyketide products of PKS include many 
clinically relevant drugs, including antibiotics and 
immunosuppressants. Systematic re-engineering of 
PKS would open a path to unlock the full potential of 
polyketides in drug discovery. However, due to a lack 
of understanding of structural constraints, many 
attempts for PKS engineering have been inefficient.   

 

Fig. 1 FAS structure and setup for multi-view HS-AFM 
filming of FAS. Upper panel: Structural model of FAS. 
Lower panel: FAS was non-specifically immobilized on 
mica (left), or selectively immobilized bilayers with N- 
(center) or C-terminal (right) tags on functionalized lipid 
bilayers.  

High-speed AFM analysis of multienzymes 

Atomic Force Microscopy (AFM) is a high resolution 
(sub-nanometer) surface topography imaging 
technique, which uses a microscopic cantilever tip to 
probe the surface of the sample. Since AFM can be 
performed on samples in aqueous environment 
under biological conditions, it is uniquely suited to 
study biomolecules under native conditions. HS-
AFM is uniquely suited to studies of the dynamic 
behavior of macromolecules, because it uses low 
imaging forces and high scanning rates [3]. Here, we 
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apply HS-AFM to FAS in an attempt to visualize 
large-scale conformational changes [4], which were 
expected to occur on a 10-500ms timescale and 
involve structural changes in the 1-10nm domain.  

Compared to samples comprising higher oligomers 
or filaments, the dimeric FAS is a highly challenging 
sample. To overcome problems of preferential 
orientation and surface effects on protein dynamics, 
we have combined unspecific immobilization on mica 
with different modes of selective tethering to 
functionalized lipid bilayers (Fig. 1). HS-AFM 
scanning was performed with up to 10 frames per 
second and achieved approx. 2-5nm lateral and 
1.5nm vertical resolution. The obtained data are 
consistent with synthetic AFM data simulated using 
in-house developed software based on X-ray crystal 
structures. Based on auto-correlation analysis, the 
imaging process reaches a time-resolution that is 
suited for analysis of large-scale domain motions. 

For the analysis of HS-AFM movie frame series, we 
have applied a similar strategy as used in the analysis 
of single particles in electron microscopy. An 
algorithm for reference-free classification of 2D 
projection TEM images was used to classify 
individual movie frames of FAS recordings, which 
had been extracted from the original movie context. 
Classification was sufficiently effective to 
preferentially re-group frames according to their 
original movie context and to identify common views 
of FAS states across and within different FAS movies 
(Fig. 2). As a result, we have established an approach 
for analyzing distinct states of multienzymes as well 
as their transition kinetics between states in aqueous 
solution. Next steps are to apply this approach to 
study other multienzymes and to probe dynamics in 
different states of catalysis.   

 

Fig. 2 HS-AFM characterization of FAS. Upper panel: 
Time-series of HS-AFM images from a single movie of FAS. 
Lower panel: Example of reference-free classification of 
individual movie frames of FAS across and within movies.    

Towards single-molecule fluorescence studies  

smFRET is very well suited for studies of protein 
dynamics because of its high temporal (ns time scale) 
and spatial resolution in resolving distances between 

fluorophores in a limited distance range (1-10 nm). 
smFRET uses diluted fluorescently labeled protein 
samples in a small confocal excitation volume to 
measure signals from single molecules. A 
prerequisite for smFRET studies is labeling of 
proteins with donor and acceptor fluorophores. For 
proteins, this is generally done by genetically 
introducing fluorescent proteins or via selective 
chemical labeling e.g. of cysteine or lysine amino 
acids. However, fluorescent protein tags may impair 
multienzymes dynamics and provide limited 
resolution. Chemical labelling targets reactive 
groups, which are essential for function in FAS (and 
most other multienzymes) and thus conflicts with 
protein function. A promising alternative is the 
incorporation of bio-orthogonal handles into 
proteins for selective chemical labelling via 
introduction of unnatural amino acids by genetic 
code expansion (GCE). GCE is well established in 
bacterial systems for single-site labelling. However, 
dual or multi-site labelling and GCE in eukaryotic 
expression systems still present substantial 
challenges.  

Due to their large size and essential post-trans-
lational modifications, FAS and other multienzymes 
are most effectively produced in eukaryotic systems, 
e.g. in insect and mammalian cells.	Currently, we are 
introducing GCE systems into mammalian and insect 
cell expression systems for incorporating two or more 
unnatural amino acids into multienzymes. After 
labelling the different domains of multienzymes, we 
aim to use smFRET and FCS (Fluorescence 
Correlation Spectro-scopy) measurements to study 
the short-range and long-range motions in FAS and 
other multienzymes. The genetic incorporation of 
fluorescent unnatural amino acids may also enable 
performing in-vivo studies.  

Overall, we have demonstrated the feasibility of 
filming multienzymes by HS-AFM to analyze large-
scale conformational dynamics. We now expand this 
approach and develop complementary fluorescence-
based analysis. Our work shall reveal the structural 
basis of the emergent properties multienzymes and 
ultimately provide blueprints for the engineering of 
novel, efficient bio-inspired molecular factories.    
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Introduction 

The valley degree of freedom (VDoF) in graphene 
stems from energetically degenerate, but 
nonequivalent local minima (maxima) of the 
conduction (valence) band at the corners of the 
Brillouin zone. Since the two valleys are far away 
from each other in momentum space, intervalley 
scattering is strongly suppressed, suggesting a 
potential use of the VDoF for electronic applications, 
referred to as valleytronics. 

Short-range disorder potentials, such as local 
defects, may cause intervalley scattering in 
graphene. To avoid valley mixing, ultraclean 
graphene is a prerequisite. This can be achieved by 
current annealing suspended graphene [1] or 
encapsulating graphene with hBN [2]. Secondly, one 
needs a handle to control the VDoF for generating 
and detecting a “valley current”. It has been 
predicted that non-uniform strain can generate a 
pseudo-magnetic field in graphene which acts on the 
two different valleys with opposite signs [3]. So, 
strain is a possible way to address the VdoF. The 
main challenge is then to generate strain in 
graphene in a controllable way. In collaboration 
with the group of M. Calame, we have successfully 
been able to apply strain in graphene in a 
controllable manner using the break-junction (BJ) 
technique, confirmed by Raman spectroscopy. 
Recently, a low temperature BJ setup has been 
constructed in our group  and first transport mea-
surements of strained graphene are under 
investigation at low temperature. 

Strain characterization by Raman spectroscopy 

The mechanism of BJ is shown schematically in 
figure 1a. The device is fabricated in the center of a 
bendable substrate which is mounted between the 
counter-supports and the pushing-wedge. Controll-
able strain can then be generated in graphene by 
bending the substrate, which is described by the 
distance Dz the wedge is pushed up. Raman spectro-
scopy is a powerful tool to characterize strain in 
graphene. Here we focus on the 2D peak of the 
spectrum, which red-shifts with increasing strain 
[4].  

We first studied a suspended graphene sample, 
where Raman spectra were measured at different 
bending levels of the substrate. The position of the 
2D peak and the corresponding strain are plotted in 
Fig.1b. The substrate was first bent stepwise to a 
certain extent, then gradually relaxed and bent up 
again. The position of the Raman 2D peak 
responded accordingly, indicating a good control-
ability of the strain in graphene by BJ technique.  

Since encapsulating by hBN can give clean graphene 
without current annealing and make the device 

more robust, we then tried to strain encapsulated 
graphene by the same technique. A typical 
suspended encapsulated device is shown in the inset 
of figure 1a. Although the stack is much thicker than 
a monolayer graphene, approximately 0.3% strain 
was achieved in one of the devices before it broke 
(Fig. 1c).  

 
Fig. 1 (a) Schematics of the BJ setup. The inset is the 
optical image of a typical suspended and in hBN 
encapsulated graphene device. Source and drain contacts 
are seen on the left and right. The other vertically running 
electrical line is a gate structure located below the 
suspended graphene flake. The scale bar corresponds to 1 
µm. (b) Raman 2D peak position and corresponding 
strain of a suspended graphene device plotted as a 
function of measurement number. During the 
measurements, the bending of the substrate was first 
increased, then decreased and increased again. (c) 
Raman 2D peak position of two different samples of the 
suspended encapsulated device Encap1 plotted as the 
bending of the substrate.  
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First low-temperature transport measurements 

Recently a BJ dipstick has been fabricated for 
transport measurements a low-temperature (Fig. 2). 
The whole stick is enclosed in a vacuum tube, which 
can be inserted into a dewar containing liquid 
helium. The bending of the substrate is controlled 
mechanically by the knob on the top. 

 
Fig. 2 Image of the low-temperature BJ dipstick. The 
vacuum has been removed to take the picture and is 
indicated here as black border. 

First, low-temperature measurements have been 
done on an encapsulated device. We have measured 
two-terminal resistance as a function of gate voltage 
at different bending level of the substrate (Fig. 3). 
The resistance in each measurement saturates to the 
same value at high doping (high gate voltage Vg), 
indicating that the contact resistance does not 
change while bending the substrate. The asymmetry 
in gate voltage is due to the p-n junction formed 
close to the contact. The main effect observed here is 
that the curves shift towards zero gate voltage when 
increasing the bending (Fig. 3a) and it is reversible 
when the bending is relaxed (not shown here). This 
effect can be explained by the bending-induced gate 
capacitance change. In a plate capacitor model, the 
induced charge Q and the gate voltage V are related 
by Q = CV, where C is the gate capacitance. The gate 
capacitance change leads to a change in the gating 
efficiency, which can then be corrected by scaling 
the curves in gate voltage. In Fig.3b, the curves are 
scaled with respect to zero gate voltage by matching 
the CNP point of each curve to that of the curve 
measured without substrate bending. All the curves 
collapse to one curve after scaling, which confirms 
that the origin of the effect is the bending induced 
change of gate capacitance.  

Summary and outlook 

We have developed a method to generate and 
control strain in graphene. First low temperature 
transport measurements have been carried out. For 

further experiments, the encapsulated graphene 
devices will not be suspended so that the bending 
induced gate capacitance change can be avoided. 
This will the also allow to study multi-terminal 
devices, e.g. Hall-bars.  

We are grateful to Jan Overbeck, Oliver Braun, 
Ilaria Zardo and Michel Calame for intense and 
fruitful collaboration. High-quality hBN was 
provided by K. Watanabe, T. Taniguchi from the 
National Institute for Material Science at Tsukuba, 
Japan. 

 

Fig. 3 (a) Resistance of device J1 on sample Encap2 
measured as a function of gate voltage at 4.2K. Different 
color stands for different bending. (b) Curves at different 
bending are scaled with respect to zero gate voltage by 
matching the CNP point of each curve to that of the curve 
without bending. 
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stems from energetically degenerate, but 
nonequivalent local minima (maxima) of the 
conduction (valence) band at the corners of the 
Brillouin zone. Since the two valleys are far away 
from each other in momentum space, intervalley 
scattering is strongly suppressed, suggesting a 
potential use of the VDoF for electronic applications, 
referred to as valleytronics. 

Short-range disorder potentials, such as local 
defects, may cause intervalley scattering in 
graphene. To avoid valley mixing, ultraclean 
graphene is a prerequisite. This can be achieved by 
current annealing suspended graphene [1] or 
encapsulating graphene with hBN [2]. Secondly, one 
needs a handle to control the VDoF for generating 
and detecting a “valley current”. It has been 
predicted that non-uniform strain can generate a 
pseudo-magnetic field in graphene which acts on the 
two different valleys with opposite signs [3]. So, 
strain is a possible way to address the VdoF. The 
main challenge is then to generate strain in 
graphene in a controllable way. In collaboration 
with the group of M. Calame, we have successfully 
been able to apply strain in graphene in a 
controllable manner using the break-junction (BJ) 
technique, confirmed by Raman spectroscopy. 
Recently, a low temperature BJ setup has been 
constructed in our group  and first transport mea-
surements of strained graphene are under 
investigation at low temperature. 

Strain characterization by Raman spectroscopy 

The mechanism of BJ is shown schematically in 
figure 1a. The device is fabricated in the center of a 
bendable substrate which is mounted between the 
counter-supports and the pushing-wedge. Controll-
able strain can then be generated in graphene by 
bending the substrate, which is described by the 
distance Dz the wedge is pushed up. Raman spectro-
scopy is a powerful tool to characterize strain in 
graphene. Here we focus on the 2D peak of the 
spectrum, which red-shifts with increasing strain 
[4].  

We first studied a suspended graphene sample, 
where Raman spectra were measured at different 
bending levels of the substrate. The position of the 
2D peak and the corresponding strain are plotted in 
Fig.1b. The substrate was first bent stepwise to a 
certain extent, then gradually relaxed and bent up 
again. The position of the Raman 2D peak 
responded accordingly, indicating a good control-
ability of the strain in graphene by BJ technique.  

Since encapsulating by hBN can give clean graphene 
without current annealing and make the device 

more robust, we then tried to strain encapsulated 
graphene by the same technique. A typical 
suspended encapsulated device is shown in the inset 
of figure 1a. Although the stack is much thicker than 
a monolayer graphene, approximately 0.3% strain 
was achieved in one of the devices before it broke 
(Fig. 1c).  

 
Fig. 1 (a) Schematics of the BJ setup. The inset is the 
optical image of a typical suspended and in hBN 
encapsulated graphene device. Source and drain contacts 
are seen on the left and right. The other vertically running 
electrical line is a gate structure located below the 
suspended graphene flake. The scale bar corresponds to 1 
µm. (b) Raman 2D peak position and corresponding 
strain of a suspended graphene device plotted as a 
function of measurement number. During the 
measurements, the bending of the substrate was first 
increased, then decreased and increased again. (c) 
Raman 2D peak position of two different samples of the 
suspended encapsulated device Encap1 plotted as the 
bending of the substrate.  
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First low-temperature transport measurements 

Recently a BJ dipstick has been fabricated for 
transport measurements a low-temperature (Fig. 2). 
The whole stick is enclosed in a vacuum tube, which 
can be inserted into a dewar containing liquid 
helium. The bending of the substrate is controlled 
mechanically by the knob on the top. 

 
Fig. 2 Image of the low-temperature BJ dipstick. The 
vacuum has been removed to take the picture and is 
indicated here as black border. 

First, low-temperature measurements have been 
done on an encapsulated device. We have measured 
two-terminal resistance as a function of gate voltage 
at different bending level of the substrate (Fig. 3). 
The resistance in each measurement saturates to the 
same value at high doping (high gate voltage Vg), 
indicating that the contact resistance does not 
change while bending the substrate. The asymmetry 
in gate voltage is due to the p-n junction formed 
close to the contact. The main effect observed here is 
that the curves shift towards zero gate voltage when 
increasing the bending (Fig. 3a) and it is reversible 
when the bending is relaxed (not shown here). This 
effect can be explained by the bending-induced gate 
capacitance change. In a plate capacitor model, the 
induced charge Q and the gate voltage V are related 
by Q = CV, where C is the gate capacitance. The gate 
capacitance change leads to a change in the gating 
efficiency, which can then be corrected by scaling 
the curves in gate voltage. In Fig.3b, the curves are 
scaled with respect to zero gate voltage by matching 
the CNP point of each curve to that of the curve 
measured without substrate bending. All the curves 
collapse to one curve after scaling, which confirms 
that the origin of the effect is the bending induced 
change of gate capacitance.  

Summary and outlook 

We have developed a method to generate and 
control strain in graphene. First low temperature 
transport measurements have been carried out. For 

further experiments, the encapsulated graphene 
devices will not be suspended so that the bending 
induced gate capacitance change can be avoided. 
This will the also allow to study multi-terminal 
devices, e.g. Hall-bars.  
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Fig. 3 (a) Resistance of device J1 on sample Encap2 
measured as a function of gate voltage at 4.2K. Different 
color stands for different bending. (b) Curves at different 
bending are scaled with respect to zero gate voltage by 
matching the CNP point of each curve to that of the curve 
without bending. 
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Introduction 

Since the invention of first electromagnetic lens in 
1926 by Hans Busch, the concept of electron 
microscope became realistic. Compared to optical 
microscope, electron microscope (EM) has the 
advantage of imaging at higher resolution; however, 
there are certain limitations to imaging biological 
samples with EM. High energy electrons cause a 
significant damage to biological specimens, 
generally composed of carbon, nitrogen and oxygen 
which are neighbors in periodic table and hence do 
not provide good amplitude contrast. Which means 
it does not considerably change the amplitude of the 
incident electron wave but they change the phase of 
the wave and hence can be considered as weak 
phase objects [1]. There is no direct way to detect 
the phase modulations. To deal with the problem of 
poor contrast, scientists have developed methods to 
convert the phase modulations of the exit wave into 
amplitude/intensity modulations. Defocusing in 
bright-field imaging mode has been widely used 
until the realization of thin film phase plates by 
Nagayama and Danev [2], but defocusing an image 
reduces the resolution. 

Diffractive imaging would be a sophisticated 
approach to retrieve the phase information without 
compromising resolution. It is a lensless technique 
to reconstruct aberration-free images from 
diffraction pattern. It also offers an added advantage 
of being insensitive to translational movement of the 
specimen.  

Phase modulation of electron wave 

Electron wave undergoes a phase shift when 
travelling through an electric field. There has been a 
substantial amount of research going on which 
exploits this simple fact. Electrostatic phase plates, 
beam shaping, and aberration correction are to 
name a few. Introducing a phase shifting device 
between unscattered wave and scattered wave is 
expected to increase the phase contrast in a 
controllable way without introducing the defocusing 
imaging conditions. We aim to design a tunable 
device which will manipulate the phase of the 
incident electron wave and retrieve the phase 
information of the diffracted wave. This will 
ameliorate structural analysis of molecules at 
angstrom resolution. As the first step, we fabricated 
a closely spaced nano-aperture pair as a static 
modulator of the electron wave via diffraction and 
interference. 

 

Fabrication of nano-apertures 

To manipulate the electron beam in transverse 
direction, nano-apertures were fabricated in Si3N4 
membranes supported on silicon (Si) substrates by 
electron-beam lithography method using Vistec 
EBPG 5000PLusES. The fabrication process started 
with the evaporation of metal mask, electron 
lithography step, and the etching of the nano-
apertures by the reactive ion etching. The process 
parameters are optimized iteratively to achieve 
optimum results. PMMA is used as e-beam resist 
(positive tone) as the mask to pattern the etching 
mask Chromium (Cr) [3] for etching through the 
200 nm-thick Si3N4 membrane. For these samples, 
we choose thin Cr layer (~30 nm) on top of 200 nm-
thick Si3N4 membranes that allows finite 
background transmission for experiments with TEM 
at 200 keV beam energy as shown by the Monte 
Carlo simulation (Fig. 2). However, this does not 
affect the purpose of the experiment as discussed 
later. Cr also acts as a conducting medium and 
reduces charging effects [4]. 

 

Fig. 1 Left: Schematic fabrication process of nano-
apertures. The cross-sections of the membrane during 
different process steps are shown. Scale bar of the 
Scanning electron microscope (SEM) image (right) of 
fabricated aperture pairs: 200nm. 
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Fig. 2 Monte Carlo Simulation of 20nm Cr (top) and 
200nm Si3N4 (bottom) for 200keV electron beam. 

Experiment 

We loaded the fabricated nano-aperture sample into 
the sample compartment of a field-emission-gun 
transmission electron microscope (TEM, JEOL JEM 
2200FS) and performed the electron beam 
transmission experiment at the beam energy of 200 
keV.  

 
Fig. 3 (top left), shows the transmission of the electron 
beam through the nano-apertures when the objective lens 
was roughly focused on one side of the sample. The sloped 
side-wall of the apertures that were not apparent in the 
SEM image at low beam energy (~3 keV, Fig. 1 right 
panel) is imaged as a graded aperture edges; scale bar: 
40nm, (top right), overfocus 39.9 µm overfocus, (bottom 
left) 70.5 µm and (bottom right) 94.3 µm. Scale bar is 
50nm for rest three images. The modulation in the 
transmitted electron wave is clearly visible here. Also, it 
can be observed that the interference is stronger for the 
highest overfocus at 94.3µm. 

Next, to observe the influence of the nano-apertures 
on the electron beam propagation, we introduced 
defocusing to the objective lens. This way, we were 
able to observe the Fresnel diffraction of the 
incident coherent beam that produces Fresnel 

fringes inside and outside of the apertures (Fig. 3, 
top right, and bottom panel). As the defocusing is 
increased, relatively small Fresnel diffraction fringes 
are observed outside of the apertures. Most 
importantly, a strong interference of the Fresnel 
fringes at the middle of the two apertures was 
observed as a consequence of the coherent 
transmission of the electron beam from the two 
apertures: The respective line scans of the images 
are shown in figure 4. 

Fig. 4 Line scans near the central peak of overfocused 
images shown in figure 3. The color of the graphs 
corresponds to the color of the outline of images in figure 
3 and hence the respective overfocus. 

Summary and Outlook 

In conclusion, we demonstrate that it is possible to 
modulate the incident electron wave with nano-
apertures. We further aim to upgrade our device 
with electrostatic potential around the apertures 
which makes it possible to tune the electron beam to 
introduce desired localized phase shift in the 
electron beam. 
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Fig. 2 Monte Carlo Simulation of 20nm Cr (top) and 
200nm Si3N4 (bottom) for 200keV electron beam. 

Experiment 
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transmission experiment at the beam energy of 200 
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side-wall of the apertures that were not apparent in the 
SEM image at low beam energy (~3 keV, Fig. 1 right 
panel) is imaged as a graded aperture edges; scale bar: 
40nm, (top right), overfocus 39.9 µm overfocus, (bottom 
left) 70.5 µm and (bottom right) 94.3 µm. Scale bar is 
50nm for rest three images. The modulation in the 
transmitted electron wave is clearly visible here. Also, it 
can be observed that the interference is stronger for the 
highest overfocus at 94.3µm. 

Next, to observe the influence of the nano-apertures 
on the electron beam propagation, we introduced 
defocusing to the objective lens. This way, we were 
able to observe the Fresnel diffraction of the 
incident coherent beam that produces Fresnel 

fringes inside and outside of the apertures (Fig. 3, 
top right, and bottom panel). As the defocusing is 
increased, relatively small Fresnel diffraction fringes 
are observed outside of the apertures. Most 
importantly, a strong interference of the Fresnel 
fringes at the middle of the two apertures was 
observed as a consequence of the coherent 
transmission of the electron beam from the two 
apertures: The respective line scans of the images 
are shown in figure 4. 

Fig. 4 Line scans near the central peak of overfocused 
images shown in figure 3. The color of the graphs 
corresponds to the color of the outline of images in figure 
3 and hence the respective overfocus. 

Summary and Outlook 

In conclusion, we demonstrate that it is possible to 
modulate the incident electron wave with nano-
apertures. We further aim to upgrade our device 
with electrostatic potential around the apertures 
which makes it possible to tune the electron beam to 
introduce desired localized phase shift in the 
electron beam. 
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Introduction 

Hydrogen is expected to be one of the main fuels in 
the near future. Given the progressive depletion of 
fossil fuels and the climate change that becomes 
more and more apparent, it is necessary to use fuels 
that are environmentally friendly and that can be 
produced using renewable energies. Production of 
dihydrogen is currently mainly achieved with steam 
reforming of methane, a method that uses natural gas 
to react with water vapor at high temperature and 
that releases CO2.  

Water splitting using sunlight is a promising 
technique for clean dihydrogen production. It also 
enables storage of large amount of solar energy into 
chemical bonds for later release. The water splitting 
reaction is decomposed in water oxidation and 
protons reduction. It requires that an overall energy 
of 1.23V is brought to the system. Several approaches 
have been investigated to perform solar water 
splitting. An extensively studied one uses the energy 
of a photovoltaic (PV) cell as a power source for water 
electrolysis. Photoelectrochemical (PEC) water 
splitting uses a semiconductor electrode immersed in 
the electrolyte both for light harvesting and as a 
catalyst of the reaction. So far, PEC water splitting 
has not demonstrated the same efficiencies of water 
electrolysis using a PV cell. On the other hand, it has 
the potential to be less expensive [1]. 

PEC water-splitting 

Figure 1a shows the working principle of a PEC cell. 
Exposition to solar light generates electron/hole 
pairs in the semiconductor electrode. The 
photogenerated holes catalyse the water oxidation 
reaction: 

2H2O	→O2+4H+	+4e-, 

whereas the electrons are transferred to the metallic 
counter electrode and catalyse the reduction 
reaction: 

2H++2e-	→H2. 

Figure 1 shows the principle of PEC water splitting 
using an n-type semiconductor electrode. In this case 
the electrons are the majority charge carriers and the 
semiconductor electrode acts as a photoanode. In 
building an efficient device, the design of the 
electrode is a critical step. Materials with high yields 
such as crystalline silicon cannot be used because 
they are subject to corrosion in aqueous solution. 
Using metal oxides such as titanium dioxide (TiO2), 
hematite (α-Fe2O3) or tungsten trioxide (WO3) is very 

promising due to their high stability and their very 
low cost.  

 
Fig. 1 Principle of photoelectrochemical water splitting. a) 
Scheme of a two electrode PEC cell. b) Band positions 
(versus normal hydrogen electrode) and bandgap of 
several semiconductors in contact with an aqueous 
electrolyte at pH=1. AM1.5 spectrum is also represented. 

Figure 1b shows the band positions of some 
semiconductors in an aqueous solution. TiO2 has a 
large bandgap that allows only absorption in the UV. 
This material has been widely studied and several 
attempts have been made for increasing its 
absorption in the visible. GaP is a high cost p-type 
semiconductor that is poorly stable in aqueous 
conditions. Hematite has an appealing bandgap 
allowing a theoretical solar to hydrogen conversion 
efficiency of 17%. However, it has poor charge 
transport properties. Its minority carrier’s diffusion 
length is only 2-4 nm without an external bias [2]. 
Therefore, holes that are generated further from the 
semiconductor-liquid junction recombines before 
reaching it. Moreover, its band edges do not perfectly 
overlap with the half reactions energy and an 
additional reduction potential has to be provided to 
the photocathode. 

Plasmonic nanoparticles for enhanced efficiency 

Adding metallic nanoparticles can increase the 
efficiency of PEC water splitting by two effects: 
generation of hot electrons and confinement of the 
electromagnetic field. When resonant plasmonic 
nanostructures are placed in contact with the 
semiconductor electrode, “hot” electrons having an 
energy above the Fermi level can be generated from 
the decay of the plasmon and transferred to the 
conduction band of the neighboring semiconductor. 
In this case, a “hot” hole is left in the metal. This effect 
enables potentially electron/hole pairs generation at 
an energy below the bandgap of the semiconductor. 
Generation and injection of hot electrons are widely 
studied topics but utilization of this effect for 
enhanced water splitting has only shown low 
efficiency so far [3]. Plasmonic nanoparticles can also 
be used to reduce the size of the region where 
incident light is absorbed (Fig. 2a). The light that is 
scattered by a resonating plasmonic nanoparticle can 
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be strongly confined in its close surrounding. This 
effect can be potentially used to generate more 
electron/hole pairs close to the interface.  

 
Fig. 2 SIE simulations of a hematite film that contains 
metallic nanospheres. a) Adding resonant plasmonic 
nanoparticles to a semiconductor electrode can decrease 
the thickness of the light absorption layer. b) Cross section 
of the simulated geometry. c) Spectrum of the effective 
power density absorbed in hematite when the metallic 
nanoparticles are in silver (left) and aluminum (right) and 
for two different separations between the nanospheres. 
The other parameters are h=70 nm and r=20 nm. d) 
Corresponding map of the light intensity for the case ∆	=
100	𝑛𝑛𝑛𝑛	at the resonant wavelength: λ= 658 nm (left) and 
λ= 587 nm (right). 

This phenomenon is studied in the following, 
utilizing electromagnetic simulations based on the 
surface integral equation (SIE) method in order to 
estimate the efficiency of light confinement by 
plasmonic particles embedded in a thin of hematite 
[4]. This technique enables very precise computation 
of the near field for a system made with isolated or 
periodically distributed scatterers. The simulated 
geometry is represented in figure 2b. A film of 
hematite of thickness h is placed in water. It contains 
metallic nanoparticles that are periodically 
distributed in 2D and that are centered at the middle 
of the film in the longitudinal direction. The influence 
of various geometrical parameters can be 
investigated with such a geometry and different 
metals can be compared. For each design, the 
effective power density absorbed in hematite is 
computed: 

𝑝𝑝 𝜆𝜆 = 	
1
𝑉𝑉3

𝑬𝑬 𝒓𝒓, 𝜆𝜆 7𝑅𝑅𝑅𝑅[𝜎𝜎 𝜆𝜆 ]𝑑𝑑𝑉𝑉
>?

, 

where V0 is the total volume of the unit cell, VH is the 
volume of hematite in one unit cell, 𝜎𝜎 = 	−𝑖𝑖𝑖𝑖(𝜀𝜀 − 1) 
is the complex conductivity of hematite and E is the 
electric field. Candidate plasmonic materials are 
silver and aluminum. The plasmonic resonance 
wavelength of these materials spectrally overlap with 
the bandgap of hematite, which is not the case of 
other standard plasmonic materials such as gold. 

Results for two different geometries having different 
separation between the nanospheres (Fig. 2c).  

In the case of silver, addition of nanoparticles 
strongly enhances the light absorption in hematite. 
This enhancement is stronger if the separation 
between the nanospheres is small, even if the 
quantity of hematite within one unit cell is decreased. 
Moreover, the resonance broadens when the 
nanoparticles are getting closer, which produces an 
enhanced absorption over a larger wavelength range. 
The results are different in the case of aluminum 
nanospheres. It can be observed that very few 
enhancement is obtained for both geometries 
compared to silver. The maps of the light intensity at 
resonant wavelength (Fig. 2d) show that the near 
field intensity is much higher for silver nanoparticles. 
When the nanospheres are closer, the field 
confinement gets stronger and this does more than 
compensate for the reduction in hematite quantity. 
The scattering effect from aluminium is too weak to 
provide a sufficient enhancement of the hematite 
absorption. 

Conclusion & Outlook 

A study of light absorption in a hematite film 
containing plasmonic nanoparticles has been 
performed with numerical simulations. The simple 
geometry chosen has several degrees of freedom that 
can be separately investigated in order to make 
design rules for increasing the water splitting 
efficiency of a semiconductor electrode by adding 
plasmonic nanoparticles. Silver has been found to be 
an interesting material, but suffers from a much 
lower chemical stability compared to gold. A 
stabilization process for silver nanoparticles has been 
reported by Wang et al. [5]. 
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Introduction 

Hydrogen is expected to be one of the main fuels in 
the near future. Given the progressive depletion of 
fossil fuels and the climate change that becomes 
more and more apparent, it is necessary to use fuels 
that are environmentally friendly and that can be 
produced using renewable energies. Production of 
dihydrogen is currently mainly achieved with steam 
reforming of methane, a method that uses natural gas 
to react with water vapor at high temperature and 
that releases CO2.  

Water splitting using sunlight is a promising 
technique for clean dihydrogen production. It also 
enables storage of large amount of solar energy into 
chemical bonds for later release. The water splitting 
reaction is decomposed in water oxidation and 
protons reduction. It requires that an overall energy 
of 1.23V is brought to the system. Several approaches 
have been investigated to perform solar water 
splitting. An extensively studied one uses the energy 
of a photovoltaic (PV) cell as a power source for water 
electrolysis. Photoelectrochemical (PEC) water 
splitting uses a semiconductor electrode immersed in 
the electrolyte both for light harvesting and as a 
catalyst of the reaction. So far, PEC water splitting 
has not demonstrated the same efficiencies of water 
electrolysis using a PV cell. On the other hand, it has 
the potential to be less expensive [1]. 

PEC water-splitting 

Figure 1a shows the working principle of a PEC cell. 
Exposition to solar light generates electron/hole 
pairs in the semiconductor electrode. The 
photogenerated holes catalyse the water oxidation 
reaction: 

2H2O	→O2+4H+	+4e-, 

whereas the electrons are transferred to the metallic 
counter electrode and catalyse the reduction 
reaction: 

2H++2e-	→H2. 

Figure 1 shows the principle of PEC water splitting 
using an n-type semiconductor electrode. In this case 
the electrons are the majority charge carriers and the 
semiconductor electrode acts as a photoanode. In 
building an efficient device, the design of the 
electrode is a critical step. Materials with high yields 
such as crystalline silicon cannot be used because 
they are subject to corrosion in aqueous solution. 
Using metal oxides such as titanium dioxide (TiO2), 
hematite (α-Fe2O3) or tungsten trioxide (WO3) is very 

promising due to their high stability and their very 
low cost.  

 
Fig. 1 Principle of photoelectrochemical water splitting. a) 
Scheme of a two electrode PEC cell. b) Band positions 
(versus normal hydrogen electrode) and bandgap of 
several semiconductors in contact with an aqueous 
electrolyte at pH=1. AM1.5 spectrum is also represented. 

Figure 1b shows the band positions of some 
semiconductors in an aqueous solution. TiO2 has a 
large bandgap that allows only absorption in the UV. 
This material has been widely studied and several 
attempts have been made for increasing its 
absorption in the visible. GaP is a high cost p-type 
semiconductor that is poorly stable in aqueous 
conditions. Hematite has an appealing bandgap 
allowing a theoretical solar to hydrogen conversion 
efficiency of 17%. However, it has poor charge 
transport properties. Its minority carrier’s diffusion 
length is only 2-4 nm without an external bias [2]. 
Therefore, holes that are generated further from the 
semiconductor-liquid junction recombines before 
reaching it. Moreover, its band edges do not perfectly 
overlap with the half reactions energy and an 
additional reduction potential has to be provided to 
the photocathode. 

Plasmonic nanoparticles for enhanced efficiency 

Adding metallic nanoparticles can increase the 
efficiency of PEC water splitting by two effects: 
generation of hot electrons and confinement of the 
electromagnetic field. When resonant plasmonic 
nanostructures are placed in contact with the 
semiconductor electrode, “hot” electrons having an 
energy above the Fermi level can be generated from 
the decay of the plasmon and transferred to the 
conduction band of the neighboring semiconductor. 
In this case, a “hot” hole is left in the metal. This effect 
enables potentially electron/hole pairs generation at 
an energy below the bandgap of the semiconductor. 
Generation and injection of hot electrons are widely 
studied topics but utilization of this effect for 
enhanced water splitting has only shown low 
efficiency so far [3]. Plasmonic nanoparticles can also 
be used to reduce the size of the region where 
incident light is absorbed (Fig. 2a). The light that is 
scattered by a resonating plasmonic nanoparticle can 
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be strongly confined in its close surrounding. This 
effect can be potentially used to generate more 
electron/hole pairs close to the interface.  

 
Fig. 2 SIE simulations of a hematite film that contains 
metallic nanospheres. a) Adding resonant plasmonic 
nanoparticles to a semiconductor electrode can decrease 
the thickness of the light absorption layer. b) Cross section 
of the simulated geometry. c) Spectrum of the effective 
power density absorbed in hematite when the metallic 
nanoparticles are in silver (left) and aluminum (right) and 
for two different separations between the nanospheres. 
The other parameters are h=70 nm and r=20 nm. d) 
Corresponding map of the light intensity for the case ∆	=
100	𝑛𝑛𝑛𝑛	at the resonant wavelength: λ= 658 nm (left) and 
λ= 587 nm (right). 

This phenomenon is studied in the following, 
utilizing electromagnetic simulations based on the 
surface integral equation (SIE) method in order to 
estimate the efficiency of light confinement by 
plasmonic particles embedded in a thin of hematite 
[4]. This technique enables very precise computation 
of the near field for a system made with isolated or 
periodically distributed scatterers. The simulated 
geometry is represented in figure 2b. A film of 
hematite of thickness h is placed in water. It contains 
metallic nanoparticles that are periodically 
distributed in 2D and that are centered at the middle 
of the film in the longitudinal direction. The influence 
of various geometrical parameters can be 
investigated with such a geometry and different 
metals can be compared. For each design, the 
effective power density absorbed in hematite is 
computed: 

𝑝𝑝 𝜆𝜆 = 	
1
𝑉𝑉3

𝑬𝑬 𝒓𝒓, 𝜆𝜆 7𝑅𝑅𝑅𝑅[𝜎𝜎 𝜆𝜆 ]𝑑𝑑𝑉𝑉
>?

, 

where V0 is the total volume of the unit cell, VH is the 
volume of hematite in one unit cell, 𝜎𝜎 = 	−𝑖𝑖𝑖𝑖(𝜀𝜀 − 1) 
is the complex conductivity of hematite and E is the 
electric field. Candidate plasmonic materials are 
silver and aluminum. The plasmonic resonance 
wavelength of these materials spectrally overlap with 
the bandgap of hematite, which is not the case of 
other standard plasmonic materials such as gold. 

Results for two different geometries having different 
separation between the nanospheres (Fig. 2c).  

In the case of silver, addition of nanoparticles 
strongly enhances the light absorption in hematite. 
This enhancement is stronger if the separation 
between the nanospheres is small, even if the 
quantity of hematite within one unit cell is decreased. 
Moreover, the resonance broadens when the 
nanoparticles are getting closer, which produces an 
enhanced absorption over a larger wavelength range. 
The results are different in the case of aluminum 
nanospheres. It can be observed that very few 
enhancement is obtained for both geometries 
compared to silver. The maps of the light intensity at 
resonant wavelength (Fig. 2d) show that the near 
field intensity is much higher for silver nanoparticles. 
When the nanospheres are closer, the field 
confinement gets stronger and this does more than 
compensate for the reduction in hematite quantity. 
The scattering effect from aluminium is too weak to 
provide a sufficient enhancement of the hematite 
absorption. 

Conclusion & Outlook 

A study of light absorption in a hematite film 
containing plasmonic nanoparticles has been 
performed with numerical simulations. The simple 
geometry chosen has several degrees of freedom that 
can be separately investigated in order to make 
design rules for increasing the water splitting 
efficiency of a semiconductor electrode by adding 
plasmonic nanoparticles. Silver has been found to be 
an interesting material, but suffers from a much 
lower chemical stability compared to gold. A 
stabilization process for silver nanoparticles has been 
reported by Wang et al. [5]. 
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Introduction 

Understanding of the structural organization of cell 
membranes is highly relevant for the development 
of pharmaceutical drugs and functional combination 
with biomolecules (e.g. proteins, enzymes, etc.). 
Amphiphilic block copolymers are interesting as 
model systems that can self-assemble in aqueous 
media into membranes with high stability, and 
properties that can be optimized by varying their 
molar mass, and hydrophilic-to-hydrophobic block 
length ratio. In previous studies, we have shown that 
mixtures of amphiphilic block copolymers and lipids 
form membranes of distinct domains: lipid (3-5 nm 
thickness) and copolymer  (5-20 nm thickness) 
phases with enhanced stability of the polymer 
domains and enhanced mobility in the lipid 
domains.1,2 The phase of the polymer and lipid 
domains significantly influences the insertion of 
membrane proteins. In this project, we plan to use 
functionalized amphiphilic block copolymers to 
further modulate the polymer-lipid hybrid 
membrane for selective combination with more than 
one type of biomolecule. We selected 
poly(dimethylsiloxane)-block-poly(2-methyl-2-
oxazoline) (PDMS-b-PMOXA) block copolymers and 
saturated (DPPC, DPPE or similar) or unsaturated 
(e.g. POPE) lipids to form membranes that could be 
used as models for selective insertion/attachment of 
biomolecules. A selective (partial) crosslinking of 
functional lipid- or polymer- domains will locally fix 
the biomolecules so that in a second step another 
type of biomolecule will decorate the second type of 
membrane domain. As model membrane protein, 
we will use a mutant of OmpF,3 which allows 
diffusion of molecules through the membrane 
triggered by specific pH values. As a second 
biomolecule we plan to insert arginylglycylaspartic 
acid (RGD peptides) for adhesion of cells into the 
second domain (Fig. 1). The desired selective 
distribution and function of the two types of 
biomolecules in the polymer-lipid membranes will 
be evaluated. 

 

Fig. 1 Scheme for selective and spontaneous reconstitution 
of pH triggered OmpF in the block copolymer domains 
and RGD peptide attached to lipid domains for cell 
adhesion. 

 

Material and Methods 

In the first part of the project we focus on flexibility 
and mobility of hybrid membranes. These 
parameters play a fundamental role for protein 
insertion. End group functionalized, amphiphilic 
diblock copolymers were synthesized with different 
functional groups, e.g. –NH2, -COOH, -biotin. The 
modified polymers have been characterized by 1H 
NMR and GPC (Fig. 2).    

	
Fig. 2 (a) Chemical structure of the PDMS-b-PMOXA 
polymer. The R group in this case is carboxylic acid; (b) 
1H NMR spectrum and (c) GPC trace this polymer. This 
data allow calculation of the ratios between the blocks 
and the dispersity:  The polymer has 92 PDMS and 11 
PMOXA units.  

To improve the features of these polymer-lipid 
membranes, different parameters can be tuned: 
content of cholesterol, temperature, deposition of 
bi- and multi- layers. Cholesterol is a molecule with 
interesting properties: it is a building block of cell 
membranes and stabilizes them by insertion 
between lipids. We tested the miscibility of cholest-
erol in lipid or polymer domains and investigated 
how it improves the mobility at different temper-
atures. It is known that beyond the transition 
temperature of the lipids, cholesterol inserts and 
thereby alters their packing and reduces their 
stiffness. Hybrid membranes with different 
polymer-lipid rations (lipid excess) have been 
characterized by Brewster angle microscopy (BAM) 
(Fig. 3) to understand how domains change their 
shape and size. These insights would be interesting 
for insertion of biomolecules of different di-
mensions. Langmuir isotherms and BAM were 
tested using a polymer (PDMS-b-PMOXA-COOH)  
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Fig. 3 (a) Comparison of Langmuir isotherms of PDMS-b-PMOXA-COOH, cholesterol and POPE; (b) Miscibility test between 
cholesterol and the polymer. The graph shows how the mean molecular area changes with increasing molar ratio of 
cholesterol up to 50%; (c) BAM images of polymer-lipid monolayer domain formation during the time.  

and a lipid (POPE) and the miscibility of them with 
cholesterol at different ratios.  

Results and discussion 

NMR and GPC show that these polymers are 
composed of a longer hydrophobic part and they are 
polydisperse (Đ = 2.2) (Fig. 2c). It has been 
observed in previous work that high polydispersivity 
could help protein insertion. The analysis of BAM 
and Langmuir isotherms shows that this polymer 
forms homogeneous domains at low cholesterol 
molar ratio. As seen from the lower slopes of the 
monolayer formation in the graph, our polymer 
shows better compressibility compared to the lipid. 
This result reflects the flexibility of our membrane, 
which is important for biomolecule insertion. Next, 
the behavior of the lipid and of lipids in presence of 
cholesterol was analyzed. Further characterization 
will consist of techniques like Langmuir-Blodgett 
deposition, atomic force microscopy, ellipsometry 
and contact angle. Mobility of solid supported 
membranes will be tested with EPR on spin-labelled 
lipids and polymers.  

Conclusions 

These solid-supported membranes will be prepared 
for the second step: insertion/attachment of 
biomolecules like OmpF. The different properties of 
the lipid and polymer domains of the hybrid 

membrane in different conditions will be exploited 
to induce a selective interaction with the 
biomolecules. Systematic investigation of the effect 
of different domains on biomolecule functionality 
will allow optimization of the hybrid membranes. 

The final aim of this project is building a complex, 
stable and flexible system, in which the 
biomolecules inserted/attached at different domains 
cooperate together. This approach will serve as a 
model for further insertion of different types of 
membrane proteins with high industrial and 
medical interest.	
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length ratio. In previous studies, we have shown that 
mixtures of amphiphilic block copolymers and lipids 
form membranes of distinct domains: lipid (3-5 nm 
thickness) and copolymer  (5-20 nm thickness) 
phases with enhanced stability of the polymer 
domains and enhanced mobility in the lipid 
domains.1,2 The phase of the polymer and lipid 
domains significantly influences the insertion of 
membrane proteins. In this project, we plan to use 
functionalized amphiphilic block copolymers to 
further modulate the polymer-lipid hybrid 
membrane for selective combination with more than 
one type of biomolecule. We selected 
poly(dimethylsiloxane)-block-poly(2-methyl-2-
oxazoline) (PDMS-b-PMOXA) block copolymers and 
saturated (DPPC, DPPE or similar) or unsaturated 
(e.g. POPE) lipids to form membranes that could be 
used as models for selective insertion/attachment of 
biomolecules. A selective (partial) crosslinking of 
functional lipid- or polymer- domains will locally fix 
the biomolecules so that in a second step another 
type of biomolecule will decorate the second type of 
membrane domain. As model membrane protein, 
we will use a mutant of OmpF,3 which allows 
diffusion of molecules through the membrane 
triggered by specific pH values. As a second 
biomolecule we plan to insert arginylglycylaspartic 
acid (RGD peptides) for adhesion of cells into the 
second domain (Fig. 1). The desired selective 
distribution and function of the two types of 
biomolecules in the polymer-lipid membranes will 
be evaluated. 

 

Fig. 1 Scheme for selective and spontaneous reconstitution 
of pH triggered OmpF in the block copolymer domains 
and RGD peptide attached to lipid domains for cell 
adhesion. 

 

Material and Methods 

In the first part of the project we focus on flexibility 
and mobility of hybrid membranes. These 
parameters play a fundamental role for protein 
insertion. End group functionalized, amphiphilic 
diblock copolymers were synthesized with different 
functional groups, e.g. –NH2, -COOH, -biotin. The 
modified polymers have been characterized by 1H 
NMR and GPC (Fig. 2).    

	
Fig. 2 (a) Chemical structure of the PDMS-b-PMOXA 
polymer. The R group in this case is carboxylic acid; (b) 
1H NMR spectrum and (c) GPC trace this polymer. This 
data allow calculation of the ratios between the blocks 
and the dispersity:  The polymer has 92 PDMS and 11 
PMOXA units.  

To improve the features of these polymer-lipid 
membranes, different parameters can be tuned: 
content of cholesterol, temperature, deposition of 
bi- and multi- layers. Cholesterol is a molecule with 
interesting properties: it is a building block of cell 
membranes and stabilizes them by insertion 
between lipids. We tested the miscibility of cholest-
erol in lipid or polymer domains and investigated 
how it improves the mobility at different temper-
atures. It is known that beyond the transition 
temperature of the lipids, cholesterol inserts and 
thereby alters their packing and reduces their 
stiffness. Hybrid membranes with different 
polymer-lipid rations (lipid excess) have been 
characterized by Brewster angle microscopy (BAM) 
(Fig. 3) to understand how domains change their 
shape and size. These insights would be interesting 
for insertion of biomolecules of different di-
mensions. Langmuir isotherms and BAM were 
tested using a polymer (PDMS-b-PMOXA-COOH)  
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Fig. 3 (a) Comparison of Langmuir isotherms of PDMS-b-PMOXA-COOH, cholesterol and POPE; (b) Miscibility test between 
cholesterol and the polymer. The graph shows how the mean molecular area changes with increasing molar ratio of 
cholesterol up to 50%; (c) BAM images of polymer-lipid monolayer domain formation during the time.  

and a lipid (POPE) and the miscibility of them with 
cholesterol at different ratios.  

Results and discussion 

NMR and GPC show that these polymers are 
composed of a longer hydrophobic part and they are 
polydisperse (Đ = 2.2) (Fig. 2c). It has been 
observed in previous work that high polydispersivity 
could help protein insertion. The analysis of BAM 
and Langmuir isotherms shows that this polymer 
forms homogeneous domains at low cholesterol 
molar ratio. As seen from the lower slopes of the 
monolayer formation in the graph, our polymer 
shows better compressibility compared to the lipid. 
This result reflects the flexibility of our membrane, 
which is important for biomolecule insertion. Next, 
the behavior of the lipid and of lipids in presence of 
cholesterol was analyzed. Further characterization 
will consist of techniques like Langmuir-Blodgett 
deposition, atomic force microscopy, ellipsometry 
and contact angle. Mobility of solid supported 
membranes will be tested with EPR on spin-labelled 
lipids and polymers.  

Conclusions 

These solid-supported membranes will be prepared 
for the second step: insertion/attachment of 
biomolecules like OmpF. The different properties of 
the lipid and polymer domains of the hybrid 

membrane in different conditions will be exploited 
to induce a selective interaction with the 
biomolecules. Systematic investigation of the effect 
of different domains on biomolecule functionality 
will allow optimization of the hybrid membranes. 

The final aim of this project is building a complex, 
stable and flexible system, in which the 
biomolecules inserted/attached at different domains 
cooperate together. This approach will serve as a 
model for further insertion of different types of 
membrane proteins with high industrial and 
medical interest.	
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Introduction 

Organic topological insulators (OTI) are organic 
materials that, in analogy to their well-investigated 
inorganic counterparts, exhibit topologically 
protected gapless electronic states at their low-
dimensional boundary while the valence and 
conduction bands are separated by a finite band gap 
within their volume due to the spin-orbit interaction 
[1]. Within this paradigm, two-dimensional 
supramolecular networks are expected to provide a 
route to the bottom-up synthesis of molecular 
electronic devices and circuits on the nano-scale that 
take advantage of topology [2]. 

Goals 

In this project, we investigate a two-dimensional 
metal-organic network based on 9,10-dicyano-
anthracene (C16H2N2, DCA) [3; 4] with respect to its 
topological properties. Theoretical calculations 
predict that a free-standing layer of metal-
coordinated DCA exhibits topological edge states at 
the domain boundary [5] The states are expected in a 
small energy region in the unoccupied band 
structure, which render their experimental 
observation difficult. Furthermore, the influence of 
the (experimentally indispensable) substrate on the 
topological states is unknown and needs to be 
carefully addressed in the experiments. 

Our goals are to look for dispersive electronic states 
derived from the frontier orbitals of DCA using 
scanning tunneling spectroscopy (STS) and angle-
resolved photoelectron spectroscopy (ARPES). STS 
provides a local probe of edge states at domain 
boundaries of the DCA network and is also capable of 
probing unoccupied states. ARPES, on the other 
hand, easily distinguishes localized and dispersive 
bands formation in reciprocal space. For the 
verification of theoretical models, we further 
investigate the detailed atomic structure of the 
molecular network. In this respect, photoelectron 
diffraction (XPD) is the tool of choice to measure 
bonding angles and distances in the crucial metal-
organic coordination bond [6]. 

Results 

The project started in August 2017. So far, we have 
studied the preparation and atomic structure of 
monolayers of DCA on Cu(111). On this substrate, a 
metal-organic network is readily formed through the 
coordination of the cyano groups of DCA with Cu ad-
atoms [4]. Figure 1 shows two topographic images 
from STM. The DCA molecules appear as bright, 
elongated shapes that are assembled in hexagonal 
lattice with a lattice constant of 2.08 nm and three 

molecules per unit mesh. Due to nucleation on 
different sites, defect lines such as in panel (a) appear 
where two laterally shifted domains meet. In the 
close-up in panel (b), it is evident how the DCA 
molecules arrange in a star pattern around a central 
pore. The CN side groups and Cu adatoms appear as 
dim features in the interior of the triangles.  

 

 

Fig. 1 STM topography scans of DCA network on Cu(111) 
substrate. (+0.8 V, 150 pA, 4.6 K, metallic tip). (a) 
Overview of the periodic network structure with a domain 
boundary line running across the image. (b) Detail image 
of a pore. The model of a DCA molecule is overlaid.	

Looking for the valence states we measure the 
photoelectron spectra in figure 2. As can be seen in 
the top spectrum, DCA contributes a weak peak at 
0.65 eV binding energy. To distinguish it clearly from 
Cu-related states, we have dosed oxygen on the 
system which suppresses the surface state feature 
just below the Fermi level. The middle curve shows 
that the density of states of the pure O/Cu(111) 
surface is featureless up to 1.7 eV in binding energy. 
Combining the binding energy of the HOMO with the 
previously measured position of the LUMO 0.75 eV 
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above the Fermi level [4], the HOMO-LUMO gap on 
the Cu surface amounts to 1.4 eV. 

 

Fig. 2 High-resolution XPS spectrum of the C 1s core level 
peak of DCA on Cu(111) (hν = 400 eV). 

 

 

Fig. 3 Valence band photoelectron spectra of Cu(111), 
O/Cu(111) and DCA on O/Cu(111) measured with 21.2 eV 
photons. The peak at 0.65 eV binding energy is attributed 
to the HOMO of DCA. The broad feature SS originates from 
the Shockley surface state of Cu(111). 

Outlook 

At the time of writing, the search for edge states in 
STS measurements of DCA/Cu(111) is in progress. 
This task involves tuning the growth parameters of 
the molecular network in order to produce the 
various kinds of domain boundaries possible and 
optimizing the measurement parameters of the STM. 

XPD measurements have been taken on the C 1s core 
levels to elucidate the bonding geometry of the 
molecules. As can be seen in figure 3, the C 1s core 
level peak consists of three distinct components for 
the inequivalent carbon atoms of the molecule. Based 
on the spectral weight we attribute the peak at 285.5 
eV to the carbon atom in the cyano group. The 
modulation of its intensity as a function of emission 
angle should give information on the bonding 
geometry within the CN group. The analysis of the 
data is in progress. 
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above the Fermi level [4], the HOMO-LUMO gap on 
the Cu surface amounts to 1.4 eV. 

 

Fig. 2 High-resolution XPS spectrum of the C 1s core level 
peak of DCA on Cu(111) (hν = 400 eV). 

 

 

Fig. 3 Valence band photoelectron spectra of Cu(111), 
O/Cu(111) and DCA on O/Cu(111) measured with 21.2 eV 
photons. The peak at 0.65 eV binding energy is attributed 
to the HOMO of DCA. The broad feature SS originates from 
the Shockley surface state of Cu(111). 
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At the time of writing, the search for edge states in 
STS measurements of DCA/Cu(111) is in progress. 
This task involves tuning the growth parameters of 
the molecular network in order to produce the 
various kinds of domain boundaries possible and 
optimizing the measurement parameters of the STM. 

XPD measurements have been taken on the C 1s core 
levels to elucidate the bonding geometry of the 
molecules. As can be seen in figure 3, the C 1s core 
level peak consists of three distinct components for 
the inequivalent carbon atoms of the molecule. Based 
on the spectral weight we attribute the peak at 285.5 
eV to the carbon atom in the cyano group. The 
modulation of its intensity as a function of emission 
angle should give information on the bonding 
geometry within the CN group. The analysis of the 
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Introduction  

Gene-based therapy, as an influential part of 
biotherapies, represents a novel strategy based on 
viral and non-viral delivery systems, which act by 
insertion of therapeutic DNA into nuclei of target 
cells followed by either genome editing, gene 
expression or gene silencing [1]. Whilst three 
marketed gene therapy products have been 
approved, there are considerable disadvantages, such 
as high immunogenicity, limitation in size of 
transgenic DNA, low availability and high 
development cost. Therefore non-viral strategies 
based on encapsulation/entrapment of DNA inside 
nanometer size systems (micelles, nanoparticles, 
vesicles) are on focus today due to several advantages 
over viral delivery systems, such as safety profile, 
localized gene expression and cost-effectiveness.  In 
this respect, there is a considerable increase in the 
number of non-viral systems proposed for DNA 
delivery (at least 40 nanoparticle-based gene 
therapy-oriented systems) entering in various stages 
of clinical trials since 2010 [2]. However, to the best 
our knowledge none is based on stimuli-responsive 
peptide assemblies. 

In this project, we are interested to introduce 
amphiphilic peptide-based nanoparticles with 
responsive properties as a new class of non-viral 
delivery systems able to release the payload “on 
demand”, when a specific stimulus is present in their 
environment. Such peptide-based nanoparticles have 
the advantages of a high flexibility in the peptide 
design, no cytotoxicity to normal tissues and 
biodegradability [3]. We already designed peptide 
nanoparticles with stimuli-responsive properties for 
co-delivery of drugs and oligonucleotides and for 
producing highly efficient contrast agents for MRI [3, 
4]. The first step of this project aims to synthesize 
such stimuli-responsive peptides and self-assemble 
them in the presence various DNA (single strands, 
double strands) (Fig. 1).  

 

Fig. 1 Schematic representation of amphiphilic peptides, 
which self-assemble into nanoparticles with a 
multicompartment micelle morphology and are able to 
entrap DNA through electrostatic interaction with the 
histidine domain. 
 

Based on the optimization of the peptide sequence 
and self-assembles nanoparticles in terms of DNA 
entrapment efficiency and up-take inside cells, the 
second step will be to modify the peptide-carriers 
(peptide sequence, size and charge of nanoparticles, 
entrapment process, release process) to cope with 
high molar mass DNAs, which are normally used in 
gene-based therapy. 

Peptide synthesis and nanoparticle formation 

First, an amphiphilic peptide, H3gT, which consists 
of an amino acid sequence, with a hydrophobic L-
tryptophan-D-leucine repeating unit and a 
hydrophilic histidine domain has been synthesised. 
The hydrophobic domain supports the self-assembly 
of such amphiphilic peptides into supramolecular 
assemblies, whilst the hydrophilic histidine domain 
facilitates DNA binding (Fig. 1). The peptide was 
synthesized on a rink amide resin using standard 
fluorenylmethoxycarbonyl (Fmoc) solid phase 
peptide synthesizer chemistry and DIC/OXYMA 
coupling methods. The resulting peptidyl resin was 
isolated and washed alternating DMF and 
dichloromethane. The peptide cleavage from the 
resin and removal of the protective groups were 
performed using a mixture of trifluoroacetic acid 
(TFA), triisopropylsilane and H2O. The filtrate was 
precipitated in cold diethylether, centrifuged and 
placed in the freezer for 1 h before repeating the 
centrifugation. The crude peptide was filtered, 
solubilized with ACN and aqueous TFA (0.05%, v/v) 
and lyophilized. In order to characterise the peptide, 
we used high performance liquid chromatography 
(HPLC) and liquid chromatography mass 
spectrometry (LC-MS).  The peptides were measured 
both before and after the purification procedure. The 
synthesized peptide after purification by preparative 
HPLC, represented a [M+2H]2+ at 757.01 m/z and 
[M+H]+  at  1514.17 m/z (Fig.2). 

 

Fig. 2 LC-MS data of the purified H3gT peptide.	
 
Then, H3gT peptides were self-assembled in a 
mixture of ethanol and water both without and in the 
presence of a short 22-mer single strand DNA 
(ssDNA). 22-mer ssDNA-loaded peptide supra-
molecular assemblies were prepared by addition of 4 
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µL of 100 µM AON solution to 100 µL peptide 
solutions (1 mg/mL) and dilution to 500 µL with 35% 
ethanol.  
 
Characterization of the self-assembled DNA 
loaded peptide assemblies 

In order to characterize the supramolecular 
assemblies resulting from the self-assembly of the 
peptides in the presence of DNA we used dynamic 
light scattering (DLS) and zeta potential 
measurements. Together, these methods serve to 
obtain information regarding the size distribution 
and charge of the DNA-loaded H3gT peptide 
nanoparticles (Fig. 3A). DNA-loaded peptide 
assemblies have a size below 200 nm for 
concentrations of ssDNA smaller than 3.2 µg/ml  
(Table 1) with a neutral surface charge, which 
indicates that DNA is entrapped inside the 
assembly2. We used fluorescence correlation 
spectroscopy, FCS to analyse in more details the 
efficiency of the DNA entrapment (Fig. 3C). A 67% 
entrapment efficiency has been obtained for an initial 
concentration of ssDNA of 0.8 µg/ml. Transmission 
electron microscope (TEM) shows spherical 
nanoparticles (Fig. 3 A), which do not aggregate both 
before and after entrapment of ssDNA (initial 
concentration of ssDNA of 0.8µg/ml). 
 

 
Fig. 3 Dynamic light scattering (A), TEM micrograph (B) 
of DNA-loaded H3gT peptide nanoparticles, and FCS 
autocorrelation curves for ATTO550 (red), and ATTO550-
-DNA-loaded peptide assemblies (blue). 
 
Effect of the DNA concentration on self-assembly 
of peptides 

In order to evaluate whether DNA concentration 
affect the self-assembly process of H3gT peptides, 
three different ssDNA initial concentrations have 

been used (0.8; 1.6; 3.2 µg/ml). By increasing the 
DNA concentration higher than 1.6 µg/ml, the self-
assembly process has been disturbed due to a high 
charged ssDNA population, which could not be 
compensated by the peptides. Therefore, at high 
initial concentration of ssDNA an aggregation 
process took place. (Fig. 4C compared to Fig. 4A). 
 

 
 
Fig. 4 TEM micrographs of H3gT peptides after self-
assembly in the presence of ssDNA: 0.8 µg/ml ssDNA (A) 
1.6 µg/ml ssDNA (B) and 3.2 µg/ml ssDNA  (C). Scale bar 
= 200nm. 
 
Table 1 Peptide nanoparticles size without and in the 
presence of different initial concentrations of ssDNA.  
 

 
Conclusion and outlook 

The first six month of the project have been devoted 
to the synthesis, characterisation and entrapment of 
ssDNA in peptide nanoparticles already reported, to 
co-load DNA and doxorubicin in order optimize the 
entrapment conditions of small DNA strands. We 
successfully entrapped 22-mer DNA strands inside 
the H3gT peptide nanoparticles via electrostatic 
interaction with the histidine domain. These results 
serve as input data to prepare the next steps of 
entrapment of high molecular mass DNA strands, 
which represent a real challenge in terms of self-
assembly process and preservation of the 
nanoparticles morphology.  The next steps of the 
project aim to produce high molecular mass DNA 
strands and study their interaction with the peptides 
in order to improve the physical and chemical 
properties of these peptide such to obtain efficient 
nonviral delivery systems. 
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nanoparticles with stimuli-responsive properties for 
co-delivery of drugs and oligonucleotides and for 
producing highly efficient contrast agents for MRI [3, 
4]. The first step of this project aims to synthesize 
such stimuli-responsive peptides and self-assemble 
them in the presence various DNA (single strands, 
double strands) (Fig. 1).  

 

Fig. 1 Schematic representation of amphiphilic peptides, 
which self-assemble into nanoparticles with a 
multicompartment micelle morphology and are able to 
entrap DNA through electrostatic interaction with the 
histidine domain. 
 

Based on the optimization of the peptide sequence 
and self-assembles nanoparticles in terms of DNA 
entrapment efficiency and up-take inside cells, the 
second step will be to modify the peptide-carriers 
(peptide sequence, size and charge of nanoparticles, 
entrapment process, release process) to cope with 
high molar mass DNAs, which are normally used in 
gene-based therapy. 

Peptide synthesis and nanoparticle formation 

First, an amphiphilic peptide, H3gT, which consists 
of an amino acid sequence, with a hydrophobic L-
tryptophan-D-leucine repeating unit and a 
hydrophilic histidine domain has been synthesised. 
The hydrophobic domain supports the self-assembly 
of such amphiphilic peptides into supramolecular 
assemblies, whilst the hydrophilic histidine domain 
facilitates DNA binding (Fig. 1). The peptide was 
synthesized on a rink amide resin using standard 
fluorenylmethoxycarbonyl (Fmoc) solid phase 
peptide synthesizer chemistry and DIC/OXYMA 
coupling methods. The resulting peptidyl resin was 
isolated and washed alternating DMF and 
dichloromethane. The peptide cleavage from the 
resin and removal of the protective groups were 
performed using a mixture of trifluoroacetic acid 
(TFA), triisopropylsilane and H2O. The filtrate was 
precipitated in cold diethylether, centrifuged and 
placed in the freezer for 1 h before repeating the 
centrifugation. The crude peptide was filtered, 
solubilized with ACN and aqueous TFA (0.05%, v/v) 
and lyophilized. In order to characterise the peptide, 
we used high performance liquid chromatography 
(HPLC) and liquid chromatography mass 
spectrometry (LC-MS).  The peptides were measured 
both before and after the purification procedure. The 
synthesized peptide after purification by preparative 
HPLC, represented a [M+2H]2+ at 757.01 m/z and 
[M+H]+  at  1514.17 m/z (Fig.2). 

 

Fig. 2 LC-MS data of the purified H3gT peptide.	
 
Then, H3gT peptides were self-assembled in a 
mixture of ethanol and water both without and in the 
presence of a short 22-mer single strand DNA 
(ssDNA). 22-mer ssDNA-loaded peptide supra-
molecular assemblies were prepared by addition of 4 
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µL of 100 µM AON solution to 100 µL peptide 
solutions (1 mg/mL) and dilution to 500 µL with 35% 
ethanol.  
 
Characterization of the self-assembled DNA 
loaded peptide assemblies 

In order to characterize the supramolecular 
assemblies resulting from the self-assembly of the 
peptides in the presence of DNA we used dynamic 
light scattering (DLS) and zeta potential 
measurements. Together, these methods serve to 
obtain information regarding the size distribution 
and charge of the DNA-loaded H3gT peptide 
nanoparticles (Fig. 3A). DNA-loaded peptide 
assemblies have a size below 200 nm for 
concentrations of ssDNA smaller than 3.2 µg/ml  
(Table 1) with a neutral surface charge, which 
indicates that DNA is entrapped inside the 
assembly2. We used fluorescence correlation 
spectroscopy, FCS to analyse in more details the 
efficiency of the DNA entrapment (Fig. 3C). A 67% 
entrapment efficiency has been obtained for an initial 
concentration of ssDNA of 0.8 µg/ml. Transmission 
electron microscope (TEM) shows spherical 
nanoparticles (Fig. 3 A), which do not aggregate both 
before and after entrapment of ssDNA (initial 
concentration of ssDNA of 0.8µg/ml). 
 

 
Fig. 3 Dynamic light scattering (A), TEM micrograph (B) 
of DNA-loaded H3gT peptide nanoparticles, and FCS 
autocorrelation curves for ATTO550 (red), and ATTO550-
-DNA-loaded peptide assemblies (blue). 
 
Effect of the DNA concentration on self-assembly 
of peptides 

In order to evaluate whether DNA concentration 
affect the self-assembly process of H3gT peptides, 
three different ssDNA initial concentrations have 

been used (0.8; 1.6; 3.2 µg/ml). By increasing the 
DNA concentration higher than 1.6 µg/ml, the self-
assembly process has been disturbed due to a high 
charged ssDNA population, which could not be 
compensated by the peptides. Therefore, at high 
initial concentration of ssDNA an aggregation 
process took place. (Fig. 4C compared to Fig. 4A). 
 

 
 
Fig. 4 TEM micrographs of H3gT peptides after self-
assembly in the presence of ssDNA: 0.8 µg/ml ssDNA (A) 
1.6 µg/ml ssDNA (B) and 3.2 µg/ml ssDNA  (C). Scale bar 
= 200nm. 
 
Table 1 Peptide nanoparticles size without and in the 
presence of different initial concentrations of ssDNA.  
 

 
Conclusion and outlook 

The first six month of the project have been devoted 
to the synthesis, characterisation and entrapment of 
ssDNA in peptide nanoparticles already reported, to 
co-load DNA and doxorubicin in order optimize the 
entrapment conditions of small DNA strands. We 
successfully entrapped 22-mer DNA strands inside 
the H3gT peptide nanoparticles via electrostatic 
interaction with the histidine domain. These results 
serve as input data to prepare the next steps of 
entrapment of high molecular mass DNA strands, 
which represent a real challenge in terms of self-
assembly process and preservation of the 
nanoparticles morphology.  The next steps of the 
project aim to produce high molecular mass DNA 
strands and study their interaction with the peptides 
in order to improve the physical and chemical 
properties of these peptide such to obtain efficient 
nonviral delivery systems. 
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Introduction 

During the last few decades, research has improved 
our knowledge and control over electrons and 
photons, enabling impressing advances for 
electronic and optoelectronic applications. The same 
degree of control is still lacking for phonons. The 
ability to manipulate phonons and phonon transport 
on a quantum level would lead to full control over 
heat flow in nanodevices. This could be used in the 
form of phonon transistors [1] or is also proposed as 
a building block for logic gates [2].  

The main issue so far is that no phonon detectors 
exist that are comparably efficient to those for 
electrons. This is mostly due to the discrepancy 
between thermal and electrical insulators. The 
effectiveness of charge detection is based on low loss 
capacitors, where current can be accumulated to a 
measurable amount. The availability of very good 
electrical conductors as well as insulators makes this 
possible. For heat transport (i.e. phonons) this is 
very different. The range of thermal conductivity is 
much narrower, providing no good thermal 
insulators. 

The goal of the project is twofold. First, efficient 
phonon emitters and detectors have to be 
developed. Those can then be used to investigate 
and engineer phonon band structure. To realise this, 
the tunnelling through a double quantum dot will be 
modulated using bottom gates or inbuilt barriers. 

DQD phonon emitter/detector 

The group of Jason Petta has demonstrated a maser 
driven by single-electron tunnelling through a 
double quantum dot (DQD) in a semiconducting 
nanowire (NW)[3, 4, 5]. This happens by inelastic 
tunnelling through the energy states of the two 
quantum dots, when the system is driven by an 
applied finite bias voltage.   

To understand the principle of this DQD system, a 
schematic is shown in figure 1.  Due to the applied 
bias an electron is injected in the eigenstate E1 of 
QD1, tunnels to the state E2 in QD2, where it is free 
to be absorbed by the drain contact.  

If E1 is equal to E2 the tunnelling is elastic. Inelastic 
tunnelling takes place if the energy levels are 
detuned. The electron will then tunnel through the 
DQD emitting a photon/phonon (or a combination). 
A particle is emitted when E1 > E2. By detuning the 
levels so that E2 > E1 a detector can be fabricated. 
Namely, the electron can only tunnel through the 
dot under absorption of a particle. 

For the research of Petta et al., the DQD system was 
coupled to a microwave cavity. This was used to 
collect and measure monochromatic photons.  By 
tuning the energy levels of the DQD maser activity 
could be shown. When no maser activity is observed, 
the phonon emission surpasses the photon 
emission. This makes the DQD system an excellent 
design to emit and detect phonons of a well-defined 
spectral distribution.  

 

Fig. 1 (a) Schematic illustration of a phonon emitter and 
detector (b) using a double quantum dot system. Driven 
by a finite applied bias inelastic tunnelling between the 
dots is used to either generate or detect phonons. (c) 
Schematic of the aimed at final device. Inside the 
semiconducting nanowire (blue) two double quantum 
dots (light blue) are defined by local bottom gates (red). 
Phonons are then generated by an applied bias through 
source drain contacts (brown) in one DQD system, and 
detected by measuring the voltage in the second DQD 
system.  

To move as close as possible to an ideal 1D system 
the diameter of the NWs should be as small as 
possible, as long as they can still be used for low 
temperature measurements. For this reason, the 
group of Lucia Sorba (NCR Nano, Pisa) provided 
InAs NWs with a diameter of 40 nm. 

Results 

During these first few months the focus was set on 
developing robust fabrication recipes for both the 
bottom gates, as well as the nanowire contacting. 
The bottom gates are fabricated from Ti/Au and a 
SiN layer is used as a gate dielectric (Fig. 2). To form 
good ohmic contacts the NWs are treated with a 
(NH4)2Sx etch step to remove the native oxide, 
before the contacts are evaporated.  

Low temperature (4.2K) four terminal conductance 
measurements in a dipstick setup were used to test 
both, the quality of the contacts, as well as the 
characteristics of the NW. These measurements, 
which were only recently concluded show the 
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reliability of the fabrication process. Furthermore, 
the wires exhibit good electrical conductance with 
an expected behavior to gating using a global 
backgate. 

 

Fig. 2 Scanning electron microscope image of the first 
bottom gate design. The gates are designed with a pitch of 
100 nm and a width of 45 nm. 

Outlook 

With the initial wire characterisation all but 
completed the next step is the deposition of the 
wires on the local gates using a micromanipulator, 
to probe the DQD behaviour. These experiments will 
also determine the need for optimization of the 
bottom gate design.   

Once the electrical properties of the DQD are known 
first experiments probing phonon interaction will be 
performed. There one DQD will be used as a phonon 
detector, while the phonon emission will still be 
provided by laser excitation.  

Although the electrostatically defined confinement 
can be tuned in-situ, the self-screening of the NW 
imposes limitations. The effects of local gates on the 
potential landscape of the NW depend for example 
on the width of the gates, their spacing and the gate-
NW distance. To be able to circumvent those 
possible restrictions and achieve a stronger 
confinement of electrons in the NW, inbuilt barriers 
are desirable [6]. These will be grown using two 
materials with a different bandgap but similar 
crystal structure, like InAs/InP (Fig. 3). 

To help our growers to achieve this structure we will 
provide them with well-designed (lithographically 
written) gold particles arrays as catalysts on the 
growth substrate. The so achieved uniformity 
circumvents the random nature of the usual colloids 

deposition and should allow for perfect growth 
conditions. 

 

Fig. 3 Transmission electron microscope image of a InAs 
nanowire grown with periodic InP barriers. Due to the 
difference in bandgap of the materials (InAs: 0.354 eV; 
InP: 1.344 eV) tunnel barriers are formed. These inbuilt 
barriers should provide a better confinement than local 
gates, although at the cost of less flexibility. 
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Phonons are then generated by an applied bias through 
source drain contacts (brown) in one DQD system, and 
detected by measuring the voltage in the second DQD 
system.  
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the diameter of the NWs should be as small as 
possible, as long as they can still be used for low 
temperature measurements. For this reason, the 
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InAs NWs with a diameter of 40 nm. 

Results 

During these first few months the focus was set on 
developing robust fabrication recipes for both the 
bottom gates, as well as the nanowire contacting. 
The bottom gates are fabricated from Ti/Au and a 
SiN layer is used as a gate dielectric (Fig. 2). To form 
good ohmic contacts the NWs are treated with a 
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Introduction 
An obstacle towards the wide distribution of silicon 
carbide (SiC) wide-bandgap semiconductor devices 
for advanced high power and high temperature 
electronic applications is the limited Metal Insulator 
Semiconductor (MIS)-channel mobility after 
thermal growth of the insulator. In contrast to the 
commercially available SiC Schottky rectifier 
technology, SiC power MIS-Field Eeffect Transistor 
(FET) technology is still compromised by low 
channel mobilities and by threshold voltage 
instabilities due to the poor quality of the SiC and 
the insulator which in this case is native silicon 
oxide (SiO2) [1]. In order to obtain higher carrier-
mobilities in the inversion channel below the 
SiC/SiO2 interface, the density of these defects has 
been plausibly related to the complicated oxidation 
process that necessitates the removal of carbon in 
the form of CO and CO2 from the SiC crystal [2]. 
This carbon removal which goes on at all stages of 
oxidation introduces different defects at and near 
the interface (dangling bonds, carbon clusters, near-
interface traps, etc.). These have to be minimized, at 
least in their impact on the channel mobility. The 
introduction of post-oxidation annealing in nitric 
oxide ambient comprised a breakthrough for 
improving the MOS interface [3], but nevertheless 
the microscopic origin of the passivation 
mechanism is not yet fully understood [4]. In this 
abstract we report about the outcome of a combined 
theoretical and experimental approach to analyze 
the interface between SiC/SiO2 towards a deeper 
understanding of impurities, crystal-defects and 
carbon clusters as they affect the electronic 
performance of the MOS-channel. 

Interface Defect – Simulations Theoretical studies 
of the SiC-SiO2 interface have been performed using 
the minima hopping method (MHM). Defects have 
been observed in our numerical simulations to 
emulate the structural evolution of the interface 
near SiC and within the amorphous SiO2 during the 
oxidation process. This MHM framework involves 
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(i) a fast method for calculating the energy, force,
stress etc. (the Density Functional Tight Binding
scheme (DFTB)), (ii) full density functional schemes
and (iii) conformational and transition path
sampling methods. Also in our “in silico” study, we
have explored different configurations of 4H–SiC
reacting in different environments such as oxygen,
nitric oxide (NO) and nitrous oxide (N2O). During
oxidation, we have observed that carbon silicon
chains, which consist of carbon silicon rings, appear
at the interface of SiO2/4H-SiC (see Fig. 1). It is also
observed that these chains are stable only near the
interface. By simulating the N2O and NO
passivation, we have observed that N2, CO, C-N,
SiO2 and carbon clusters form at the interface.
These findings provide novel insight into the
structural and electronic properties of the SiO2/SiC
interface for fabricated MOSFETs.

Fig. 1	The calculated DOS of SiC/SiO2 interface structures 
without any Carbon cluster and with 6-atom carbon 
clusters and 5-atom carbon cluster. In absence of carbon 
clusters the energy gap is around 3.1 eV. In presence of a 
C9 (red line) and C7 (blue line) cluster new states arise 
near the valance band edge.   

To correlate our theoretical work with experimental 
results we have analyzed the interface of two 
different thermally grown oxides, one grown in the 
presence of passivating N2O and the other grown in 
pure oxygen atmosphere. These oxides have been 
already electronically characterized in our previous 
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work [4]. Atomic Force Microscopy (AFM) analysis 
of the interface after removal of the oxide showed 
that the interface grown under a passivating 
atmosphere exhibits a reduced roughness with 
respect to the one grown in pure oxygen. This 
reduced interface-roughness might contribute to the 
improved MOS performance / channel mobility of 
the devices comprising gate oxide layers grown in 
passivating atmosphere [4]. The AFM analysis of 
interfaces grown in pure oxide, after removal of the 
oxide, in contrast showed localized regions of 
composition or phase change near the SiC/SiO2 
interface as identified by their lower etch rate. 
These observations motivated further investigations 
of the chemical composition and the predominant 
bonding in these regions. Raman spectroscopy has 
been employed to characterize the carbon defects at 
the different interfaces. Due to the wavelength of 
the light used (532 nm) and the optical properties of 
the SiC, the information depth is in the order of 5 
micrometers. Thus, the spectra contain information 
about the inclusion of C, at the SiC/SiO2 interface 
itself (see Fig. 2). The secondary peaks of SiC tend 
to mask the peaks for carbon defects: The D (defect 
peak) at around 1470 and the G (graphitic peak) 
between 1600 to 1800 region is shown in Figure 2. 
The carbon peaks have been identified based on 
literature values (Fig. 2b). Remarkable and 
characteristic differences are recognized by 
comparing Raman spectra for SiC wafers with oxide 
stripped interfaces. From this analysis, there is 
consistent evidence of near oxide carbon. These 
observations are in good agreement with theory. 	

Fig. 2 (a) Raman spectra obtained with the focus set at 
the specimen surface i.e. at the interface position after 
careful oxide removal. A spectrum taken with a beam 
focus 5 µm below the interface i.e. corresponding to pure 
SiC is used as a reference. The secondary peaks of SiC 
tend to mask the unwanted carbon peaks: D (defect peak) 
and G (graphitic peak); For visibility and quantification, 
difference spectra after subtracting the SiC reference 
have been calculated and analyzed in the lower panel; (b) 
G peaks associated with different C bonds along with D 
peak have been identified and marked based on literature 
values. The Raman spectrum of interface specimens 
grown in pure oxygen has been subtracted from a 
reference spectrum of a clean SiC wafer to discriminate 
the carbon which is modified by the oxidation from the 

sp3 carbon in SiC.  (c) The effect of an initial oxide etch (1 
min HF) and of further (2 min HF) etching of a defect-
rich interface grown in pure oxygen.  Model simulations 
of the SiC surface oxidized with large amounts of oxygen. 
Different kind of carbon clusters evolved:  d) carbon 
cluster in SiO2, e) and f) carbon cluster formed on the 
surface of SiO2. g)-j) carbon cluster in SiO2 as well as at 
the interface of SiO2 and SiC and also at the surface of 
SiO2.   

Further, Scanning Transmission Electron 
Microscopy (STEM) has been used to generate a 
detailed image of an intact, thin sliced 4H-SiC/SiO2-
interface to prove the presence of the undesired 
five-carbon clusters as they have been evidenced in 
our DFTB study. 

Fig. 3 The interface as seen in HRTEM is not sharp. After 
thorough investigation of the oxide-near interface using 
Inverse Fast Fourier transform (IFFT) we found a sheet 
of C-defects formed by interconnected rings. This 
observation was confirmed by DFTB modelling. In the 
simulation, the C-defects from the interface break and 
join as they move into the SiO2 and form sheet-like 
structures. 
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Project overview 

Recently the antimicrobial activity of biological and 
biomimetic nanostructured surfaces has gained large 
interest [1]. Such surfaces are of great interest since 
due to the absence of chemical biocides their 
application currently does not require special 
regulatory steps. While structured surfaces of certain 
insect wings and structured nanomaterials like 
graphene or black silicone exhibit bactericidal 
activity other mimicking surfaces lack this effect but 
show reduced adhesion of different bacterial strains 
[2, 3]. Within the Nano Cicada Wing project, we try 
to mimic antibacterial insect wing surfaces by means 
of nanostructured and chemically modified polymer 
surfaces. We combine plasma exposure polymer 
surface structuration of different polymers 
(polyether ether ketone (PEEK), polypropylene (PP), 
polycarbonate (PC), polyethylene terephthalate 
(PET)), chemical functionalization and antimicrobial 
activity assays with Fluorescence Microscopy, 
Scanning Electron Microscopy (SEM) and Atomic 
Force Microscopy (AFM). Similarly, we modify 
titanium surfaces.	

Generation of nanostructured polymer surfaces 
and visualization of bacterial integrity 

Nanostructured polymer surfaces were generated by 
low energy plasma etching. Typical structures 
obtained by this procedure are shown in figure 1. The 
height of the produced pillars and distance between 
them strongly depend on plasma power, exposure 
time and plasma composition [4]. 	

Fig. 1 Comparison of nanostructured PC and PEEK. Please 
note the different magnifications of top view images and 
side view images. Scalebars are 300 nm. 

 

When E.coli in liquid came in contact with 
nanostructured PC surfaces they survived to a similar 
extend like on unstructured reference polymer 
surfaces. Unlike reported on cicada wing structures 
they also appeared seemingly intact besides being in 
contact with numerous nanopillars (Fig. 2a).  
To investigate the influence of the surface chemistry 
on a bactericidal effect of the nanostructured 
polymer surfaces they were modified by several 
different means: a) silanization with hydrophobic 
octadeclytriethoxysilane (OTS), b) silanization with 
cell wall interacting 3-(trimethoxysilyl)propyl 
dimethyl octadecyl ammonium chloride, c) coating 
with a cationic polyelectrolyte (PEI). None of these 
modified surfaces exhibited a strong bactericidal 
efficacy although on silanized surfaces occasionally 
ruptured bacteria were observed (Fig. 2b).    

 	  
Fig. 2 SEM images of E. coli following ON incubation on 
nanostructured PEEK (a) versus quaternary amine silane 
modified nanostructured PEEK (b). The arrows in a) mark 
positions were interactions between nanopillars and 
bacteria are most obvious, in b) bacteria with leaked 
content are marked. Scalebars are 2 µm. 

Reduced adhesion of E.coli on certain 
nanostructured polymers 

While microscopy reveals details on the structural 
integrity of bacteria on nanostructured surfaces the 
analysis of larger number of samples and the exact 
quantification of living bacteria as compared to 
reference surfaces is facilitated by the use of 
biochemical assays which quantify the cell 
metabolism.  
We used alamar blue assays to quantify the extend of 
adhesion of living bacteria on various polymer 
surfaces upon overnight incubation in PBS followed 
by washing under slight agitation (110 rpm in 
multiwell plates).   
We observed a reduction of 60% in cell adhesion of 
E.coli on unmodified nanostructured PC as 
compared to flat PC. Modification of the surfaces 
with a hydrophobic silane or PEI resulted in an 
increased adhesion on structured versus 
unstructured surfaces (Fig. 3 left). Interestingly the 
adhesion reducing effect of the nanostructuration 
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was not universal but dependent on the type of 
investigated polymer (Fig. 3 right). These results are 
in line with a study by Serrano et al. [2], which also 
reports strong differences in bacterial adhesion ratios 
of structured versus unstructured medical sutures 
despite similar micro-/nanostructuration. 	

       
Fig. 3 Ratios of the numbers of adhering live bacteria on 
structured:unstructured polycarbonate when investigat-
ing native and OTS/PEI modified samples (left) and ratios 
of adhesion of live bacteria on different structured versus 
unstructured polymers (right). 

To compare the adhesion of E.coli on different flat 
and nanostructured polymers adhesion experiments 
were run in parallel and the results were normalized 
with reference to unstructured PC (Fig. 4a). The 
largest extend of adhesion was observed on flat PC, 
while on structured PC as well as on flat and 
nanostructured PEEK and PET adhesion is strongly 
reduced.  

 
Fig. 4 Relative bacterial adhesion on different structured 
and unstructured (ref) polymer surfaces in relation to 
unstructured polycarbonate. 

Furthermore, The AFM adhesion measurements 
(Fig. 5) reported 60% adhesion reduction on 
structured polycarbonate as compared to flat surface, 
in agreement with fluorescent microscopy results. 

 

Fig. 5 Adhesion forces for E. coli cell envelope measured on 
flat and plasma structured polycarbonate surface. 
Adhesion forces are reduced by factor 2.5 on structured 
areas. 	

Titanium surfaces exposed to helium plasma 

To proceed on the issue of antibacterial surfaces we 
nanostructured by means of non-equilibrium helium 
plasma, a titanium metal surface – a biocompatible 
material. Plasma exposure and sample annealing to 
temperature T=300oC results in production of pillars 
of heights of hundred nanometers (Fig. 6). Their 
antibacterial properties have to be further 
investigated.		

	

Fig. 6 Effect of helium plasma exposure and sample 
temperature on titanium surface nanostructuration.	
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Generation of nanostructured polymer surfaces 
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low energy plasma etching. Typical structures 
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When E.coli in liquid came in contact with 
nanostructured PC surfaces they survived to a similar 
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analysis of larger number of samples and the exact 
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surfaces upon overnight incubation in PBS followed 
by washing under slight agitation (110 rpm in 
multiwell plates).   
We observed a reduction of 60% in cell adhesion of 
E.coli on unmodified nanostructured PC as 
compared to flat PC. Modification of the surfaces 
with a hydrophobic silane or PEI resulted in an 
increased adhesion on structured versus 
unstructured surfaces (Fig. 3 left). Interestingly the 
adhesion reducing effect of the nanostructuration 
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was not universal but dependent on the type of 
investigated polymer (Fig. 3 right). These results are 
in line with a study by Serrano et al. [2], which also 
reports strong differences in bacterial adhesion ratios 
of structured versus unstructured medical sutures 
despite similar micro-/nanostructuration. 	

       
Fig. 3 Ratios of the numbers of adhering live bacteria on 
structured:unstructured polycarbonate when investigat-
ing native and OTS/PEI modified samples (left) and ratios 
of adhesion of live bacteria on different structured versus 
unstructured polymers (right). 

To compare the adhesion of E.coli on different flat 
and nanostructured polymers adhesion experiments 
were run in parallel and the results were normalized 
with reference to unstructured PC (Fig. 4a). The 
largest extend of adhesion was observed on flat PC, 
while on structured PC as well as on flat and 
nanostructured PEEK and PET adhesion is strongly 
reduced.  

 
Fig. 4 Relative bacterial adhesion on different structured 
and unstructured (ref) polymer surfaces in relation to 
unstructured polycarbonate. 

Furthermore, The AFM adhesion measurements 
(Fig. 5) reported 60% adhesion reduction on 
structured polycarbonate as compared to flat surface, 
in agreement with fluorescent microscopy results. 

 

Fig. 5 Adhesion forces for E. coli cell envelope measured on 
flat and plasma structured polycarbonate surface. 
Adhesion forces are reduced by factor 2.5 on structured 
areas. 	

Titanium surfaces exposed to helium plasma 

To proceed on the issue of antibacterial surfaces we 
nanostructured by means of non-equilibrium helium 
plasma, a titanium metal surface – a biocompatible 
material. Plasma exposure and sample annealing to 
temperature T=300oC results in production of pillars 
of heights of hundred nanometers (Fig. 6). Their 
antibacterial properties have to be further 
investigated.		

	

Fig. 6 Effect of helium plasma exposure and sample 
temperature on titanium surface nanostructuration.	
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Introduction 

The 3-dimensional printing (3DP) technology has 
become a convenient tool in different fields. It is 
defined as flexible solid freeform fabrication 
technology, with the advantage of versatility with 
respect to the materials used, such as ceramic, 
metals and polymers. In the medical field, metal 3D-
printed scaffolds are a well-established technology 
and nowadays used as a routine in orthopaedic 
surgery. Instead, the production of 3D-printed 
ceramic scaffolds remains a challenge albeit, in the 
recent years, relevant improvements have been 
done. Ceramic scaffolds can be made of 
hydroxyapatite (HA), the most abundant inorganic 
compounds of natural bone. Although the excellent 
biocompatibility, additional properties need to be 
reproduced in a synthetic bone such as an optimal 
trade-off between mechanical properties and 
porosity.  
The aim of the two-year CerInk project was 
ambitious: manufacturing ceramic scaffolds by 3DP 
mimicking the natural bones in term of 
biocompatibility, mechanical properties and 
porosity. In particular, a natural bone is composed 
of cortical and cancellous/trabecular zones, being 
the former more porous and the latter characterized 
by a higher compressive strength. In order to be able 
to mimic such a complex 3D structure, an ad-hoc 
3DP technology was needed.  
Since 2008, the Life Science FHNW in Basel 
established a considerable know-how on the Binder-
into-Bed (BiB) 3DP of calcium phosphate 
bioceramics. In order to improve the mechanical 
characteristics of the 3D-printed scaffolds, 
biopolymeric infiltration and nano-HA powder have 
been used to modify the sintering properties of the 
bulk material and promoting densification. Figure 1 
of the previous report [1] represented the state-of-
the-art, before the CerInk project: it was clear that 
the ceramic-ceramic junction needed to be 
improved. Thus, a modified BiB 3DP system was 
conceived. The new technology allows the use of two 
inks, each of them with a specific composition, in 
order to promote, upon sintering, a controlled 
densification only where required, leaving other 
zones with higher porosity. Consequently, the 
complexity of the natural bone can be reproduced.  
At PSI the appropriate ceramic NanoInk 
compositions were developed and during the second 
year, several green bodies with controlled porosity 
were produced by conventional techniques. The 

sintering properties of the ceramic bodies were 
systematically studied by thermomechanical 
analysis and the composition optimized to promote 
a good ceramic-ceramic junction between parts, 
while the different mechanical properties and 
porosity were preserved.  
 
Results 

During the first year, several NanoInks were 
prepared. The NanoInks were water- and 
water/organic based and containing micro- and 
nano-HA and biocompatible sintering aids. The 
NanoInks were designed based on specific 
rheological constraints in order to be compatible 
with low-cost commercial HP print heads. In 
particular, viscosity and surface tension were kept in 
the range of 8–100 mPa·s and 46–57 mN·m-1, 
respectively. Nano-HA was included in the 
formulation up to 40 wt.% in order to improve 
deification upon sintering. However, formulations 
with >»20 wt.% solid load results to be non-
printable or with a too short shelf time even if 
polymeric additives, such as PAA, and surfactants 
were used. Some NanoInks containing »20 wt.% of 
nano-HA powders were produced with a shelf life of 
48 hours and different green bodies were 3D-
printed [2]. It was concluded that solid load limit 
was a major issue and the maximum allowed nano-
HA was not enough to promote the aimed controlled 
densification. A more efficient strategy was 
required: a formulation containing an optimal 
combination of sintering aids and nano-HA. 
In the second year of the project, we applied a fast 
prototyping strategy in order to define the 
appropriate ceramic NanoInk compositions to 
achieve the density gradient upon sintering. Several 
green bodies with a porosity equivalent to that 
obtained by BiB were prepared using potatoes 
starch as pore former and binder. In particular, 
micro-HA powders (50%wt) and the pore former 
(50wt%) were wet milled in a planetary milling 
machine for one hour and then dried in the oven at 
50°C. Afterwards, defined amounts of nano-HA, 
bioglass (Schott Vitryxx, MD01), and colloidal silica 
were added and mixed to the previous formulation 
to get all compositions reported in Table 1. Nano-
HA, bioglass, and colloidal silica act as a sintering 
aid and bioactivity improver. It has been reported 
that the addition of such sintering aids promotes the 
osteoblast differentiation and proliferation comp-
ared to pure hydroxyapatite samples. Finally, the 
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dry powders were uniaxially pressed in a 5 mm die 
with a pressure of 2 Tons. A first thermal treatment 
(TT) was then applied to burn out the pore former 
and achieve the equivalent BiB sample’s density (~1 
g×cm-3). The porous green bodies undergo sintering 
treatment (ST). The maximum temperature (hold 
for 1h) was set to 1450 °C, 1400°C, and 1350°C for 
ST1, ST2 and ST3, respectively. In such a way, 42 
different compositions were prepared and sintered 
according to three different thermal profiles, 
generating 142 sintered bodies. Density, 
compressive strength and sintering properties of 
each sample were measured. The temperature 
selected for TT and ST were optimized after 
thermogravimetry, dilatometry, and XRD diffraction 
analyses. In fact, if the pore former is not burned out 
properly, the green bodies collapse or massive 
cracks occur. Similarly, if the sintering temperature 
is too low, densification does not occur; if it is too 
high, the sample might partially melt and vitreous 
samples were obtained. 
 
Table 1	 Compression strength (CS) and density of the 
samples sintered according to ST2. The blue values 
correspond to the bi-component samples reported in 
figure 1.  

 

 

 

 

 

The so-called diffusion couple technique was 
applied in order to evaluate the co-firing behaviour 
at the interface between different formulations. Bi-
component samples were prepared by pressing two 
layers of powders, each of them prepared according 
to the aforementioned protocol and following the TT 
and the selected ST profile. Since 42 formulations 
and three sintering profile were investigated, 5166 
couples of the formulation were prepared.  Thus, the 
most promising couple of formulations, with 
appropriate density, mechanical properties, and 
sintering behaviour, were studied. For the 
morphological investigation, the axial cross-section 
of the co-fired samples was prepared and polished 
using conventional metallographic techniques and 
analysed by optical and scanning electronic 
microscopy (SEM). Figure 1 shows an example 
where an appropriate ceramic-ceramic junction was 
obtained upon co-firing. The improvement with 
respect to Figure 1 of the previous report [1] is clear: 
after sintering the two ceramic layers show different 
densifications and porosities and, at the interface, 
no delamination occurs. The ceramic on the left-
hand-side has a density of 1.5 g×cm-3 and a 
compressive strength of 9 MPa, which corresponds 
to the properties of cancellous/trabecular bone (2-12 
MPa) whereas the layer on the right-hand-side 
shows a density of 1.8 g×cm-3 and a compressive 
strength of about 70 MPa, which is approaching the 
properties of cortical bone (>100 MPa). Thus, 
ceramic scaffolds can be produced using two 
ceramic NanoInks: the first ink – for the porous 
ceramic – is composed by 4wt% of colloidal silica, 

10% of nano-HA and 2 wt% of bioglass; the second 
ink – for the densified ceramic – is composed by 
4wt% of colloidal silica, 10% of nano-HA and 8 wt% 
of bioglass. These NanoInks contain an overall solid 
load compatible with low-cost print heads. 

	
Fig. 1 Example of the interface between porous and 
densified co-fired ceramic (optical micrograph) sintered 
according to ST2. On the left-hand side, the ceramic has a 
density of 1.53 g·cm-3 and a compressive strength of 9 
MPa, whereas on the right-hand side the ceramic shows a 
density of 1.76 g·cm-3 and a compressive strength of about 
70 MPa.	
 
Conclusions 

In the CerInk project, we prepared and tested 
different NanoInks for ceramic 3DP. The inks were 
evaluated with respect to the rheological parameters 
reported in the literature. The solid content of the 
ink, up to a maximum value of »20wt%, was 
identified as a limit for commercial low-cost print 
heads. In order to achieve the aimed controlled 
densification gradient, a different approach was 
followed. We explored several formulations in order 
to identify couples of materials that can be co-fired 
without delamination and mimicking porosity and 
mechanical properties of a natural bone. An 
extended experimental trial based on 42 different 
formulations and three sintering profiles was 
systematically studied. Based on the material 
characterizations, the appropriate compositions for 
the ceramic NanoInks were identified. It has been 
demonstrated that (i) the porosity and the 
mechanical properties of the co-fired ceramics are 
appropriate to mimic a natural bone; (ii) the 
obtained ceramic-ceramic junction does not present 
delamination and the aimed density gradient is 
achieved; (iii) NanoInk formulations, within the 
solid load limitation, for controlled densification is 
possible; (iv) 3DP using a double-NanoInk BiB 
technology for ceramic scaffold is feasible. 
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order to promote, upon sintering, a controlled 
densification only where required, leaving other 
zones with higher porosity. Consequently, the 
complexity of the natural bone can be reproduced.  
At PSI the appropriate ceramic NanoInk 
compositions were developed and during the second 
year, several green bodies with controlled porosity 
were produced by conventional techniques. The 

sintering properties of the ceramic bodies were 
systematically studied by thermomechanical 
analysis and the composition optimized to promote 
a good ceramic-ceramic junction between parts, 
while the different mechanical properties and 
porosity were preserved.  
 
Results 

During the first year, several NanoInks were 
prepared. The NanoInks were water- and 
water/organic based and containing micro- and 
nano-HA and biocompatible sintering aids. The 
NanoInks were designed based on specific 
rheological constraints in order to be compatible 
with low-cost commercial HP print heads. In 
particular, viscosity and surface tension were kept in 
the range of 8–100 mPa·s and 46–57 mN·m-1, 
respectively. Nano-HA was included in the 
formulation up to 40 wt.% in order to improve 
deification upon sintering. However, formulations 
with >»20 wt.% solid load results to be non-
printable or with a too short shelf time even if 
polymeric additives, such as PAA, and surfactants 
were used. Some NanoInks containing »20 wt.% of 
nano-HA powders were produced with a shelf life of 
48 hours and different green bodies were 3D-
printed [2]. It was concluded that solid load limit 
was a major issue and the maximum allowed nano-
HA was not enough to promote the aimed controlled 
densification. A more efficient strategy was 
required: a formulation containing an optimal 
combination of sintering aids and nano-HA. 
In the second year of the project, we applied a fast 
prototyping strategy in order to define the 
appropriate ceramic NanoInk compositions to 
achieve the density gradient upon sintering. Several 
green bodies with a porosity equivalent to that 
obtained by BiB were prepared using potatoes 
starch as pore former and binder. In particular, 
micro-HA powders (50%wt) and the pore former 
(50wt%) were wet milled in a planetary milling 
machine for one hour and then dried in the oven at 
50°C. Afterwards, defined amounts of nano-HA, 
bioglass (Schott Vitryxx, MD01), and colloidal silica 
were added and mixed to the previous formulation 
to get all compositions reported in Table 1. Nano-
HA, bioglass, and colloidal silica act as a sintering 
aid and bioactivity improver. It has been reported 
that the addition of such sintering aids promotes the 
osteoblast differentiation and proliferation comp-
ared to pure hydroxyapatite samples. Finally, the 
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dry powders were uniaxially pressed in a 5 mm die 
with a pressure of 2 Tons. A first thermal treatment 
(TT) was then applied to burn out the pore former 
and achieve the equivalent BiB sample’s density (~1 
g×cm-3). The porous green bodies undergo sintering 
treatment (ST). The maximum temperature (hold 
for 1h) was set to 1450 °C, 1400°C, and 1350°C for 
ST1, ST2 and ST3, respectively. In such a way, 42 
different compositions were prepared and sintered 
according to three different thermal profiles, 
generating 142 sintered bodies. Density, 
compressive strength and sintering properties of 
each sample were measured. The temperature 
selected for TT and ST were optimized after 
thermogravimetry, dilatometry, and XRD diffraction 
analyses. In fact, if the pore former is not burned out 
properly, the green bodies collapse or massive 
cracks occur. Similarly, if the sintering temperature 
is too low, densification does not occur; if it is too 
high, the sample might partially melt and vitreous 
samples were obtained. 
 
Table 1	 Compression strength (CS) and density of the 
samples sintered according to ST2. The blue values 
correspond to the bi-component samples reported in 
figure 1.  

 

 

 

 

 

The so-called diffusion couple technique was 
applied in order to evaluate the co-firing behaviour 
at the interface between different formulations. Bi-
component samples were prepared by pressing two 
layers of powders, each of them prepared according 
to the aforementioned protocol and following the TT 
and the selected ST profile. Since 42 formulations 
and three sintering profile were investigated, 5166 
couples of the formulation were prepared.  Thus, the 
most promising couple of formulations, with 
appropriate density, mechanical properties, and 
sintering behaviour, were studied. For the 
morphological investigation, the axial cross-section 
of the co-fired samples was prepared and polished 
using conventional metallographic techniques and 
analysed by optical and scanning electronic 
microscopy (SEM). Figure 1 shows an example 
where an appropriate ceramic-ceramic junction was 
obtained upon co-firing. The improvement with 
respect to Figure 1 of the previous report [1] is clear: 
after sintering the two ceramic layers show different 
densifications and porosities and, at the interface, 
no delamination occurs. The ceramic on the left-
hand-side has a density of 1.5 g×cm-3 and a 
compressive strength of 9 MPa, which corresponds 
to the properties of cancellous/trabecular bone (2-12 
MPa) whereas the layer on the right-hand-side 
shows a density of 1.8 g×cm-3 and a compressive 
strength of about 70 MPa, which is approaching the 
properties of cortical bone (>100 MPa). Thus, 
ceramic scaffolds can be produced using two 
ceramic NanoInks: the first ink – for the porous 
ceramic – is composed by 4wt% of colloidal silica, 

10% of nano-HA and 2 wt% of bioglass; the second 
ink – for the densified ceramic – is composed by 
4wt% of colloidal silica, 10% of nano-HA and 8 wt% 
of bioglass. These NanoInks contain an overall solid 
load compatible with low-cost print heads. 

	
Fig. 1 Example of the interface between porous and 
densified co-fired ceramic (optical micrograph) sintered 
according to ST2. On the left-hand side, the ceramic has a 
density of 1.53 g·cm-3 and a compressive strength of 9 
MPa, whereas on the right-hand side the ceramic shows a 
density of 1.76 g·cm-3 and a compressive strength of about 
70 MPa.	
 
Conclusions 

In the CerInk project, we prepared and tested 
different NanoInks for ceramic 3DP. The inks were 
evaluated with respect to the rheological parameters 
reported in the literature. The solid content of the 
ink, up to a maximum value of »20wt%, was 
identified as a limit for commercial low-cost print 
heads. In order to achieve the aimed controlled 
densification gradient, a different approach was 
followed. We explored several formulations in order 
to identify couples of materials that can be co-fired 
without delamination and mimicking porosity and 
mechanical properties of a natural bone. An 
extended experimental trial based on 42 different 
formulations and three sintering profiles was 
systematically studied. Based on the material 
characterizations, the appropriate compositions for 
the ceramic NanoInks were identified. It has been 
demonstrated that (i) the porosity and the 
mechanical properties of the co-fired ceramics are 
appropriate to mimic a natural bone; (ii) the 
obtained ceramic-ceramic junction does not present 
delamination and the aimed density gradient is 
achieved; (iii) NanoInk formulations, within the 
solid load limitation, for controlled densification is 
possible; (iv) 3DP using a double-NanoInk BiB 
technology for ceramic scaffold is feasible. 
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Conclusion 

The results indicate that further investigation of 
these types of detectors is necessary. e.g. If one 
wants Bragg spots to be closer to each other the 
MTF needs to be improved, which can be achieved 
by changing the Si sensor layer to higher Z (atomic 
number) materials like CdTe and GaAs. Detectors 
could also be made even faster so quick data 
collection will the possible by moving quickly from 
area to area. The first step will be to investigate the 
Moench and Jungfrau, and together with data 
collection on other types of detectors these tests will 
bring fruit to an ideal detector for electron 
diffraction of (non-) crystalline organic materials.  

 

Fig. 1 Left: Electron Diffraction sample (1 frame). Right: 
Structure of the SAPO-34 framework with T-sides (P and 
Al) and Oxygen atoms. 

 

Fig. 2. Comparison between measured and simulated 
edge for 60 keV energy threshold for different electron 
energies. 

“Unlike monolithic detectors, hybrid pixel detectors 
are ideally suited for measuring electron 
diffraction patterns due to their high dynamic 
range, on-pixel electron counting capabilities, 
radiation hardness and high frame rate. One can 
make them viable for imaging above 100 keV by 
changing the sensor layer to a high Z material, and 
adapting microscope design.” (Abrahams 2017) 

 

Fig. 3 MTF as a function of Nyquist frequency for 100, 
200 and 300 keV electrons. 

 
Fig. 4 Design of the new PSI detector for the planned 
characterization tests of the Moench and Jungfrau.  
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The use of light to see the smallest 

The use of light and its interaction with matter is 
one of the best-developed technologies how 
researchers investigate our environment. One well-
known example is the light microscope that shows 
us the world of things smaller than the eye can see. 
Another example is the use of X-rays, which are 
used in medicine to look at our body (e.g. bones and 
teeth). Most likely the use of light is so widely used 
because sight is our strongest sense. When it comes 
to the world of the very small, however, light meets 
limitations, and at some point even light 
microscopes cannot be used anymore. Where light 
meets its limits, one can use electrons to look at a 
higher level of detail – down to individual atoms. 
Many of us will be familiar with beautiful images 
from the world of the small, e.g. the close-up view of 
ants and other insects. Such images have been 
generated with electron microscopes. The 
production of such images is much more 
complicated than taking a picture through the lenses 
of light microscopes. One of the many reasons: the 
smaller the objects we look at, the more sensitive 
they become to the damaging nature of radiation. 
When we spent too much time in the sun, we burn 
our skin or in the worst case develop skin cancer. 
Similarly, small samples get easily destroyed as soon 
as we use special radiation to look at them – be it 
with electrons on a microscope, or with the strong 
X-ray light source, the SwissFEL. At the level of 
small molecules like proteins, destruction is 
happening so quickly that we hardly have enough 
time to take an image of sufficient quality and other 
tricks are necessary.  

A new trick 

One of the youngest groups at the PSI, under 
supervision of group leader Prof. Jan Pieter 
Abrahams, has recently shown we can overcome this 
limit. The trick is to take an indirect image of the 
sample, a so-called diffraction image. This trick 
gives us more time by a factor of a thousand than 
with standard imaging to record images. In order to 
explore this trick, the group is developing an 
electron diffraction instrument. The Kanton Aargau 
funds one of its most important components: the 
construction of a dedicated camera that records the 
image by selecting exactly that radiation which 
contains the valuable information.  The group has 
developed two prototypes, based on the Timepix 
chip (CERN), which are operational and has shown 
the superiority of this new type of detector 
technology, a hybrid pixel detector [1].  

 

The project 

In parallel the PSI detector group has developed a 
number of hybrid pixel camera chips. They are 
named after mountain peaks of the Jura. Pilatus has 
been established for X-ray diffraction about a 
decade ago. EIGER [2] is the next generation of the 
PILATUS detector with smaller pixels and higher 
frame rate. Frame rates up to 2 kHz are possible in 
continuous data streaming. Last year, the HPD4FED 
group recorded the very first diffraction pattern with 
an EIGER camera mounted on an Electron 
Microscope. We extended this project to see what 
the new detectors Jungfrau and Moench can do 
compared to Eiger/Medipix [3, 4]. The aim of this 
project extension is to see what the most important 
features are if one would want to build a perfect EM 
diffraction detector. 

Results 

Like described in our last report we obtained 
diffraction patterns of a zeolite. Zeolites are 
« scaffold » molecules and form a diverse class of 
microporous minerals. The nanometer sized grains 
find wide applications in the refinery and chemical 
industry. The Swiss global player Clariant produces 
zeolite powder for the reduction of toxic by-products 
in industrial processes. The powder grains are too 
small for any other visualizing application than 
electron diffraction, especially when someone is 
interested in single grains of the bulk material. Fig. 1 
shows a diffraction pattern as well as the structure 
from the SAPO-34 framework. With T-sites and 
Oxygen atoms.  

After the last report, we were able to characterize 
the Eiger in parallel with a separate investigation, 
which was a combined effort of Dectris with the 
University of Cambridge (UK) [3]. The MTF 
measured showed that for the EIGER there is a 
significant broadening of the edge spread function 
at higher energies, e.g. how sharp is a knife-edge 
imaged (Fig. 2). Figure 3 shows how close we can get 
with this detector to the ideal situation. These 
results are similar to the Medipix detector; the 
EIGER detector is close to ideal at energies around 
100keV (close to the green line).  

Currently, we have designed new housing for the 
upcoming tests with two newly developed detectors 
from PSI, the Moench and the Jungfrau; both 
having their own strength and qualities (Fig. 4). 
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Conclusion 

The results indicate that further investigation of 
these types of detectors is necessary. e.g. If one 
wants Bragg spots to be closer to each other the 
MTF needs to be improved, which can be achieved 
by changing the Si sensor layer to higher Z (atomic 
number) materials like CdTe and GaAs. Detectors 
could also be made even faster so quick data 
collection will the possible by moving quickly from 
area to area. The first step will be to investigate the 
Moench and Jungfrau, and together with data 
collection on other types of detectors these tests will 
bring fruit to an ideal detector for electron 
diffraction of (non-) crystalline organic materials.  

 

Fig. 1 Left: Electron Diffraction sample (1 frame). Right: 
Structure of the SAPO-34 framework with T-sides (P and 
Al) and Oxygen atoms. 

 

Fig. 2. Comparison between measured and simulated 
edge for 60 keV energy threshold for different electron 
energies. 

“Unlike monolithic detectors, hybrid pixel detectors 
are ideally suited for measuring electron 
diffraction patterns due to their high dynamic 
range, on-pixel electron counting capabilities, 
radiation hardness and high frame rate. One can 
make them viable for imaging above 100 keV by 
changing the sensor layer to a high Z material, and 
adapting microscope design.” (Abrahams 2017) 

 

Fig. 3 MTF as a function of Nyquist frequency for 100, 
200 and 300 keV electrons. 

 
Fig. 4 Design of the new PSI detector for the planned 
characterization tests of the Moench and Jungfrau.  
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The use of light to see the smallest 

The use of light and its interaction with matter is 
one of the best-developed technologies how 
researchers investigate our environment. One well-
known example is the light microscope that shows 
us the world of things smaller than the eye can see. 
Another example is the use of X-rays, which are 
used in medicine to look at our body (e.g. bones and 
teeth). Most likely the use of light is so widely used 
because sight is our strongest sense. When it comes 
to the world of the very small, however, light meets 
limitations, and at some point even light 
microscopes cannot be used anymore. Where light 
meets its limits, one can use electrons to look at a 
higher level of detail – down to individual atoms. 
Many of us will be familiar with beautiful images 
from the world of the small, e.g. the close-up view of 
ants and other insects. Such images have been 
generated with electron microscopes. The 
production of such images is much more 
complicated than taking a picture through the lenses 
of light microscopes. One of the many reasons: the 
smaller the objects we look at, the more sensitive 
they become to the damaging nature of radiation. 
When we spent too much time in the sun, we burn 
our skin or in the worst case develop skin cancer. 
Similarly, small samples get easily destroyed as soon 
as we use special radiation to look at them – be it 
with electrons on a microscope, or with the strong 
X-ray light source, the SwissFEL. At the level of 
small molecules like proteins, destruction is 
happening so quickly that we hardly have enough 
time to take an image of sufficient quality and other 
tricks are necessary.  

A new trick 

One of the youngest groups at the PSI, under 
supervision of group leader Prof. Jan Pieter 
Abrahams, has recently shown we can overcome this 
limit. The trick is to take an indirect image of the 
sample, a so-called diffraction image. This trick 
gives us more time by a factor of a thousand than 
with standard imaging to record images. In order to 
explore this trick, the group is developing an 
electron diffraction instrument. The Kanton Aargau 
funds one of its most important components: the 
construction of a dedicated camera that records the 
image by selecting exactly that radiation which 
contains the valuable information.  The group has 
developed two prototypes, based on the Timepix 
chip (CERN), which are operational and has shown 
the superiority of this new type of detector 
technology, a hybrid pixel detector [1].  

 

The project 

In parallel the PSI detector group has developed a 
number of hybrid pixel camera chips. They are 
named after mountain peaks of the Jura. Pilatus has 
been established for X-ray diffraction about a 
decade ago. EIGER [2] is the next generation of the 
PILATUS detector with smaller pixels and higher 
frame rate. Frame rates up to 2 kHz are possible in 
continuous data streaming. Last year, the HPD4FED 
group recorded the very first diffraction pattern with 
an EIGER camera mounted on an Electron 
Microscope. We extended this project to see what 
the new detectors Jungfrau and Moench can do 
compared to Eiger/Medipix [3, 4]. The aim of this 
project extension is to see what the most important 
features are if one would want to build a perfect EM 
diffraction detector. 

Results 

Like described in our last report we obtained 
diffraction patterns of a zeolite. Zeolites are 
« scaffold » molecules and form a diverse class of 
microporous minerals. The nanometer sized grains 
find wide applications in the refinery and chemical 
industry. The Swiss global player Clariant produces 
zeolite powder for the reduction of toxic by-products 
in industrial processes. The powder grains are too 
small for any other visualizing application than 
electron diffraction, especially when someone is 
interested in single grains of the bulk material. Fig. 1 
shows a diffraction pattern as well as the structure 
from the SAPO-34 framework. With T-sites and 
Oxygen atoms.  

After the last report, we were able to characterize 
the Eiger in parallel with a separate investigation, 
which was a combined effort of Dectris with the 
University of Cambridge (UK) [3]. The MTF 
measured showed that for the EIGER there is a 
significant broadening of the edge spread function 
at higher energies, e.g. how sharp is a knife-edge 
imaged (Fig. 2). Figure 3 shows how close we can get 
with this detector to the ideal situation. These 
results are similar to the Medipix detector; the 
EIGER detector is close to ideal at energies around 
100keV (close to the green line).  

Currently, we have designed new housing for the 
upcoming tests with two newly developed detectors 
from PSI, the Moench and the Jungfrau; both 
having their own strength and qualities (Fig. 4). 
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Sensing particles 

Particles with a sensing function are of great interest 
for bioanalytic and diagnostic applications due to 
their ease of handling, separation, and 
immobilization. In this project, we are developing an 
aptamer based nanosensor to detect human 
immunoglobulins (IgG). The signal originating from 
the particles upon activation by the analyte can be 
directly quantified with any fluorescence-sensitive 
device including standard microtiter plate readers, 
microfluidic configurations or flow-cytometry. 

IgG binding aptamer 

Our nanosensor is based on a mixed RNA/DNA 
aptamer developed by Nakumara and collegues [1]. 
The aptamer binds with high specificity and affinity 
(KD ~ 100 nM) to human IgG. This aptamer is rather 
well characterized and the structure of the complex 
between aptamer and IgG [2] clearly shows the 
folding of the aptamer into a hairpin and the 
contribution of eight nucleotides to the binding (Fig. 
1). Based on these investigations we could design a 
series of structure switching aptamers to sense IgG. 

 

Fig. 1 Complex between human IgG (grey surface) and 
aptamer Apt8-2 [2]. The aptamer adopts a hairpin 
conformation. Nucleotides are colored according to base: 
G (green), A (red), U (magenta) and C (yellow).  

Structure switching aptamers 

Aptamers may have a high conformational flexibility. 
This property can be used to engineer aptamers, 
which specifically undergo a conformational change 
upon binding to its ligand [3]. These so-called 
“switching” aptamers can be combined with 
fluorophore/quencher pairs, which then enable a 
fluorescent readout of the binding reaction (Fig. 2).  

A 
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Fig. 2 A: Conformation of the IgG bound aptamer. 
Asterisks denote nucleotides important for IgG binding. 
Vertical lines show base pairing between both arms of the 
hairpin. B: Molecular mechanism of structure switching. 
The 5’ end of the aptamer (blue) is extended by a DNA 
stretch (black) complementary to short oligonucleotides 
bearing a fluorophore F1 (green) or a quencher (red), 
respectively. Upon binding of IgG (orange eclipse), the 
aptamer adopts the hairpin conformation and displaces 
the oligonucleotide carrying the quencher. As a result, the 
fluorescence increases. 

We tested a number of different quencher 
oligonucleotides, which interfere with the hairpin 
conformation of the aptamer but differ in length and 
position. As indicated by an increase of the 
fluorescence of the aptamer in solution, some of these 
probes (e.g. Q5BH, Q5D and Q1D) were indeed 
efficiently removed from the aptamer by IgG (Fig. 3).  
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Fig. 3 Comparison of switching aptamers carrying 
different quenchers. The biosensors were tested between 0 
and 10 µM human IgG. 	

With the best quencher DNA (Q5D) we measured 
competition kinetics between quencher and IgG. 
Aptamer complexed with different IgG 
concentrations was rapidly mixed with quencher 
DNA. The binding of quencher DNA to the aptamer  

 

5’ 

3’ 
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Fig. 4 Competition kinetics of aptamer-IgG complex with 
quencher Q5D. Kinetics were performed with 50 nM 
aptamer complexed with the indicated IgG concentrations 
and with 50, 100 and 150 nM quencher Q5D (kinetics were 
recorded at 100 nM of the quencher).  

was observed via the decrease of the fluorescence 
signal. Samples with higher IgG concentration 
showed slower binding of the quencher DNA and a 
smaller amplitude. Data were globally evaluated 
according to a three-step reaction: 

(1)  Ahairpin·IgG   Ahairpin  +  IgG 
(2) Ahairpin               Aunfolded 

(3) Aunfolded  +  Q  Aunfolded·Q 

where step (2) is a fast equilibrium between hairpin 
aptamer and open unfolded aptamer in which the 
hairpin state is favored (see also Fig. 2B). This 
allowed us to determine the KD value for the aptamer-
IgG complex (KD = 1.4 µM) and the apparent KD value 
for the aptamer-quencher complex (KD = 6.5 nM). 
The apparent KD for the quencher is in good 
agreement with values obtained from thermal 
transition of the aptamer-quencher complex, while 
the KD for the aptamer-IgG complex is 10-fold higher 
than reported. 

Next, we immobilized the biosensors onto magnetic 
beads (diameter 1 µm, ~0.5 Mio biosensors/bead) 
and monitored the fluorescence using flow 
cytometry. At cultivation temperature (37 °C) the 
signal gain was only marginal (10 to 20 % at 10 mM 
IgG; data not shown). Despite the promising results 
obtained with the aptamer in solution and on beads 
at room temperature these results suggest that the 
QD5/F1 sensor cannot be applicable at standard 
conditions employed for mammalian cell 
cultivations. The general poor efficiency of the 
quencher and perhaps a negative influence of QD5 at 
elevated temperature on the signal intensity of bead-
immobilized aptamers promoted us to exploit an 
alternative quantification strategy. We decided to test 
a configuration employing two fluorophores instead 
of one. The QD5 oligonucleotide was labelled with F2 
instead of quencher. We were now able to monitor 

the IgG binding event via the fluorescence intensity 
ratio (FIR) of both fluorophores. At a concentration 
of 10 µM IgG we measured the relative FIR of ~2.8. 
at 37 °C (data not shown). 

Next, we tried to improve the dynamic range of the 
system by pulling the IgG-replacement reaction 
further to the right side. For this, we degraded the F2 
oligonucleotide after its replacement from the 
aptamer by IgG with RecJ displaying 5’-exonuclease 
activity (Fig. 5). The relative FIR saturates at ~5 and 
the lower limit of quantification is in the range of 100 
nM IgG. 

Thus, using different configurations of the switching 
aptamer we are able to measure IgG concentration in 
various biotechnological settings. 

  

Fig. 5 IgG quantification of the double-labelled 
immobilized biosensor. Shown is FIRrel which is the ratio of 
FIR of F1/F2 of biosensor in the presence and absence of 
IgG. The values have been recorded by flow cytometry at 
different IgG concentrations (20 min incubation, 37 °C) in 
the presence of the exonuclease RecJ. Saturation of the 
biosensor is reached at a concentration of ~2 µM IgG. The 
lower limit of quantification (defined as signal intensity of 
30% above background) was in the order of ~100 nM. 
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Sensing particles 

Particles with a sensing function are of great interest 
for bioanalytic and diagnostic applications due to 
their ease of handling, separation, and 
immobilization. In this project, we are developing an 
aptamer based nanosensor to detect human 
immunoglobulins (IgG). The signal originating from 
the particles upon activation by the analyte can be 
directly quantified with any fluorescence-sensitive 
device including standard microtiter plate readers, 
microfluidic configurations or flow-cytometry. 

IgG binding aptamer 

Our nanosensor is based on a mixed RNA/DNA 
aptamer developed by Nakumara and collegues [1]. 
The aptamer binds with high specificity and affinity 
(KD ~ 100 nM) to human IgG. This aptamer is rather 
well characterized and the structure of the complex 
between aptamer and IgG [2] clearly shows the 
folding of the aptamer into a hairpin and the 
contribution of eight nucleotides to the binding (Fig. 
1). Based on these investigations we could design a 
series of structure switching aptamers to sense IgG. 

 

Fig. 1 Complex between human IgG (grey surface) and 
aptamer Apt8-2 [2]. The aptamer adopts a hairpin 
conformation. Nucleotides are colored according to base: 
G (green), A (red), U (magenta) and C (yellow).  

Structure switching aptamers 

Aptamers may have a high conformational flexibility. 
This property can be used to engineer aptamers, 
which specifically undergo a conformational change 
upon binding to its ligand [3]. These so-called 
“switching” aptamers can be combined with 
fluorophore/quencher pairs, which then enable a 
fluorescent readout of the binding reaction (Fig. 2).  
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Fig. 2 A: Conformation of the IgG bound aptamer. 
Asterisks denote nucleotides important for IgG binding. 
Vertical lines show base pairing between both arms of the 
hairpin. B: Molecular mechanism of structure switching. 
The 5’ end of the aptamer (blue) is extended by a DNA 
stretch (black) complementary to short oligonucleotides 
bearing a fluorophore F1 (green) or a quencher (red), 
respectively. Upon binding of IgG (orange eclipse), the 
aptamer adopts the hairpin conformation and displaces 
the oligonucleotide carrying the quencher. As a result, the 
fluorescence increases. 

We tested a number of different quencher 
oligonucleotides, which interfere with the hairpin 
conformation of the aptamer but differ in length and 
position. As indicated by an increase of the 
fluorescence of the aptamer in solution, some of these 
probes (e.g. Q5BH, Q5D and Q1D) were indeed 
efficiently removed from the aptamer by IgG (Fig. 3).  
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Fig. 3 Comparison of switching aptamers carrying 
different quenchers. The biosensors were tested between 0 
and 10 µM human IgG. 	

With the best quencher DNA (Q5D) we measured 
competition kinetics between quencher and IgG. 
Aptamer complexed with different IgG 
concentrations was rapidly mixed with quencher 
DNA. The binding of quencher DNA to the aptamer  

 

5’ 

3’ 

  Project A11.05 

Fig. 4 Competition kinetics of aptamer-IgG complex with 
quencher Q5D. Kinetics were performed with 50 nM 
aptamer complexed with the indicated IgG concentrations 
and with 50, 100 and 150 nM quencher Q5D (kinetics were 
recorded at 100 nM of the quencher).  

was observed via the decrease of the fluorescence 
signal. Samples with higher IgG concentration 
showed slower binding of the quencher DNA and a 
smaller amplitude. Data were globally evaluated 
according to a three-step reaction: 

(1)  Ahairpin·IgG   Ahairpin  +  IgG 
(2) Ahairpin               Aunfolded 

(3) Aunfolded  +  Q  Aunfolded·Q 

where step (2) is a fast equilibrium between hairpin 
aptamer and open unfolded aptamer in which the 
hairpin state is favored (see also Fig. 2B). This 
allowed us to determine the KD value for the aptamer-
IgG complex (KD = 1.4 µM) and the apparent KD value 
for the aptamer-quencher complex (KD = 6.5 nM). 
The apparent KD for the quencher is in good 
agreement with values obtained from thermal 
transition of the aptamer-quencher complex, while 
the KD for the aptamer-IgG complex is 10-fold higher 
than reported. 

Next, we immobilized the biosensors onto magnetic 
beads (diameter 1 µm, ~0.5 Mio biosensors/bead) 
and monitored the fluorescence using flow 
cytometry. At cultivation temperature (37 °C) the 
signal gain was only marginal (10 to 20 % at 10 mM 
IgG; data not shown). Despite the promising results 
obtained with the aptamer in solution and on beads 
at room temperature these results suggest that the 
QD5/F1 sensor cannot be applicable at standard 
conditions employed for mammalian cell 
cultivations. The general poor efficiency of the 
quencher and perhaps a negative influence of QD5 at 
elevated temperature on the signal intensity of bead-
immobilized aptamers promoted us to exploit an 
alternative quantification strategy. We decided to test 
a configuration employing two fluorophores instead 
of one. The QD5 oligonucleotide was labelled with F2 
instead of quencher. We were now able to monitor 

the IgG binding event via the fluorescence intensity 
ratio (FIR) of both fluorophores. At a concentration 
of 10 µM IgG we measured the relative FIR of ~2.8. 
at 37 °C (data not shown). 

Next, we tried to improve the dynamic range of the 
system by pulling the IgG-replacement reaction 
further to the right side. For this, we degraded the F2 
oligonucleotide after its replacement from the 
aptamer by IgG with RecJ displaying 5’-exonuclease 
activity (Fig. 5). The relative FIR saturates at ~5 and 
the lower limit of quantification is in the range of 100 
nM IgG. 

Thus, using different configurations of the switching 
aptamer we are able to measure IgG concentration in 
various biotechnological settings. 

  

Fig. 5 IgG quantification of the double-labelled 
immobilized biosensor. Shown is FIRrel which is the ratio of 
FIR of F1/F2 of biosensor in the presence and absence of 
IgG. The values have been recorded by flow cytometry at 
different IgG concentrations (20 min incubation, 37 °C) in 
the presence of the exonuclease RecJ. Saturation of the 
biosensor is reached at a concentration of ~2 µM IgG. The 
lower limit of quantification (defined as signal intensity of 
30% above background) was in the order of ~100 nM. 
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characterization by AFM showed relatively flat 
surfaces, with few distinct and rather large features. 
However, in the case of CP and CAS samples, small, 
globular structures of approximately 50 - 200 nm 
were observed on the surface. Frequently, these 
features were found to form larger aggregates of up 
to 800 – 1000 nm. Hypothetically, these features 
may represent silk fibroin micelles, which are 
thought to act as building blocks for silk fibroin 
nanofibrils [3]. SEM characterization was performed 
to characterize washing fastness of the coatings (Fig. 
2). Interestingly, major changes in the appearance of 
the coating before and after 10 washing cycles was 
observed in the case of CAP and CAS samples, while 
CN and CP showed less pronounced changes of the 
coating. 

 
Fig. 2 Scanning electron micrographs showing blank 
polyester fabric (A), samples coated with CN strategy 0.3 
%, 5 cycles before (B) and after 10 washing cycles (C), and 
samples coated with CAP strategy 0.3 %, 5 cycles before 
(D) and after 10 washing cycles (E).  

Effect of washing on major composite textile 
properties 

Washing fastness was investigated with regards to 
the amount of silk fibroin deposited on synthetic 
textile fibers (Fig. 3). Initially, CAP and CAS 
strategies resulted in higher deposition of silk fibroin 
on the fiber surface than CN and CP strategies. 
Washing for 3 and 10 cycles, resulted in pronounced 
reduction of silk fibroin amount still bound to the 
textile surface in the case of CAP and CAS strategies, 
resulting in similar or even lower levels after 10 
washing cycles than CN and CP strategies. From this 
data, it might be concluded that despite the simpler 
coating strategy, CN and CP appeared to be superior 
to the more complicated CAP and CAS strategies. 

Hydrophilicity of the samples was assessed by 
contact angle measurements. It was observed that 
coating with silk fibroin lead to a profound reduction 
of hydrophobicity, potentially improving wicking 
properties of composite textiles. 

 
Fig. 3 Evaluation of washing fastness of coated textile 
samples (coating strategies: red CN; orange CP; green 
CAP; blue CAS). (A) samples coated using 0.1 % silk fibroin, 
5 coating cycles and (B) samples coated with 0.3 % silk 
fibroin, 5 coating cycles. 

This effect was more pronounced with higher silk 
fibroin concentrations. At high silk fibroin concen-
trations effects appeared to be more pronounced with 
CN and CP strategies compared to CAP and CAS 
strategies. After only 3 washing cycles, contact angles 
of all samples were virtually identical, most likely due 
to efficient adsorption of surfactants to the surface.  

It was expected that the flexibility of the textiles 
would be reduced after coating with silk fibroin, 
which is regarded a disadvantage. CAP and CAS 
strategies resulted in higher bending stiffness than 
CN and CP strategies, similar to previous findings. 
Washing overall reduced bending stiffness, however, 
the overall trend between strategies remained. 

Finally, silk fibroin microcapsules containing 
limonene and a GC based assay to investigate the 
release from microcapsules were developed. Further 
experiments will focus on covalent attachment to silk 
fibroin coating and limonene release from composite 
textiles.  
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Introduction 

The extraordinary properties of silk have fascinated 
consumers and have been applied for textiles for 
centuries. Its luster, wear comfort and exceptional 
mechanical strength have made silk textiles highly 
thought-after. However, production of silk garments 
is labor-intensive and hence expensive and silk 
textiles lack the durability and versatility of modern 
synthetic textiles. 

The NanoSilkTex project aims at combining the 
advantageous properties of natural silk with the 
versatility and robustness of synthetic textiles in the 
form of composite materials.  

Silk fibroin, the main structural protein of the silk 
brin (Fig. 1), is extracted from cocoons using 
hydrolysis under alkaline conditions, followed by 
dissolution of silk fibroin in a chaotropic aqueous 
medium and subsequent dialysis. After extraction 
and purification, an aqueous solution of silk fibroin is 
obtained which can be used for thin-film coating of 
synthetic fibers.     

 
Fig. 1 FESEM micrograph of a single brin from Bombyx 
mori cocoon [1]. The globular microstructure indicates the 
presence of silk fibroin nanofibrill bundles. The smooth 
surface of the brin is coated with silk sericin, which is 
removed during the extraction process. 

Concept  

Within NanoSilkTex, synthetic fibers made from 
polyester are coated with silk fibroin with the aim to 
impart silks advantageous material properties to 
synthetic textiles, e.g. improving mechanical 
strength, wear comfort and hydrophilicity. To 
achieve this goal, the nanoscale structure of the silk 
coating as well as its attachment to the polyester 
surface is optimized. Towards this end, 
characterization and control over silk fibroin 
properties after extraction, during coating and after 
potential curing of the coating as well as proper 
selection of coating process conditions are crucial. 
Four coating strategies were investigated. The 

simplest coating strategy consisted of direct multiple 
dip coating of polyester fabrics using diluted silk 
fibroin solution (abbreviated as CN in the following 
experiments). The second strategy used layer-by-
layer coating based on electrostatic interaction 
between negatively charged silk fibroin and 
polycations (abbreviated as CP) [2]. In addition to 
these two strategies which were based on physical 
interactions between silk fibroin and the fiber 
surface, two alternative strategies based on chemical 
conjugation were evaluated (abbreviated as CAP or 
CAS). The properties of the silk fibroin coated 
synthetic textile such as mechanical characteristics, 
feel to the touch, contact angle and UV transmission 
were evaluated. A special focus was on 
characterization of the washing fastness of the 
composite materials with regards to the above-
mentioned properties. Finally, a process for the 
preparation of silk fibroin microcapsules containing 
limonene was developed. 

Coating of synthetic textile samples with silk 
fibroin 

The silk fibroin extraction process was investigated 
with regards to extraction efficiency and removal of 
silk sericin. Extraction process conditions were found 
to significantly affect silk fibroin molecular weight 
distribution. Extended extraction resulted in more 
efficient sericin hydrolysis but was also associated 
with increased formation of low molecular weight 
fragments of silk fibroin. However, based on FTIR 
analysis, the capacity to form crystalline beta sheets, 
which are of special relevance for silk fibroins 
mechanical properties, was unaffected.  

Regenerated silk fibroin solution was used for the 
coating of polyester fibers. In addition to variation of 
the coating strategy, silk fibroin concentration as well 
as the number of dip coating cycles was varied. It was 
found that high silk fibroin concentrations resulted in 
inhomogeneous coating and formation of silk fibroin 
lamellae between individual polyester fiber, 
negatively affecting mechanical properties. After 
optimization of the coating process, two coating 
setups were used for further experiments: 0.1 % or 
0.3 % silk fibroin solution was used for 5 dip coating 
cycles. All experiments were conducted before and 
after washing of the samples under standardized 
conditions for 3 or 10 washing cycles. 

Microscopic characterization of silk fibroin 
coatings 

Silk fibroin coatings were characterized by SEM and 
AFM to study the micro- and nanostructure after 
coating. In the case of CN and CAP strategies, surface 
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characterization by AFM showed relatively flat 
surfaces, with few distinct and rather large features. 
However, in the case of CP and CAS samples, small, 
globular structures of approximately 50 - 200 nm 
were observed on the surface. Frequently, these 
features were found to form larger aggregates of up 
to 800 – 1000 nm. Hypothetically, these features 
may represent silk fibroin micelles, which are 
thought to act as building blocks for silk fibroin 
nanofibrils [3]. SEM characterization was performed 
to characterize washing fastness of the coatings (Fig. 
2). Interestingly, major changes in the appearance of 
the coating before and after 10 washing cycles was 
observed in the case of CAP and CAS samples, while 
CN and CP showed less pronounced changes of the 
coating. 

 
Fig. 2 Scanning electron micrographs showing blank 
polyester fabric (A), samples coated with CN strategy 0.3 
%, 5 cycles before (B) and after 10 washing cycles (C), and 
samples coated with CAP strategy 0.3 %, 5 cycles before 
(D) and after 10 washing cycles (E).  

Effect of washing on major composite textile 
properties 

Washing fastness was investigated with regards to 
the amount of silk fibroin deposited on synthetic 
textile fibers (Fig. 3). Initially, CAP and CAS 
strategies resulted in higher deposition of silk fibroin 
on the fiber surface than CN and CP strategies. 
Washing for 3 and 10 cycles, resulted in pronounced 
reduction of silk fibroin amount still bound to the 
textile surface in the case of CAP and CAS strategies, 
resulting in similar or even lower levels after 10 
washing cycles than CN and CP strategies. From this 
data, it might be concluded that despite the simpler 
coating strategy, CN and CP appeared to be superior 
to the more complicated CAP and CAS strategies. 

Hydrophilicity of the samples was assessed by 
contact angle measurements. It was observed that 
coating with silk fibroin lead to a profound reduction 
of hydrophobicity, potentially improving wicking 
properties of composite textiles. 

 
Fig. 3 Evaluation of washing fastness of coated textile 
samples (coating strategies: red CN; orange CP; green 
CAP; blue CAS). (A) samples coated using 0.1 % silk fibroin, 
5 coating cycles and (B) samples coated with 0.3 % silk 
fibroin, 5 coating cycles. 

This effect was more pronounced with higher silk 
fibroin concentrations. At high silk fibroin concen-
trations effects appeared to be more pronounced with 
CN and CP strategies compared to CAP and CAS 
strategies. After only 3 washing cycles, contact angles 
of all samples were virtually identical, most likely due 
to efficient adsorption of surfactants to the surface.  

It was expected that the flexibility of the textiles 
would be reduced after coating with silk fibroin, 
which is regarded a disadvantage. CAP and CAS 
strategies resulted in higher bending stiffness than 
CN and CP strategies, similar to previous findings. 
Washing overall reduced bending stiffness, however, 
the overall trend between strategies remained. 

Finally, silk fibroin microcapsules containing 
limonene and a GC based assay to investigate the 
release from microcapsules were developed. Further 
experiments will focus on covalent attachment to silk 
fibroin coating and limonene release from composite 
textiles.  
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Introduction 

The extraordinary properties of silk have fascinated 
consumers and have been applied for textiles for 
centuries. Its luster, wear comfort and exceptional 
mechanical strength have made silk textiles highly 
thought-after. However, production of silk garments 
is labor-intensive and hence expensive and silk 
textiles lack the durability and versatility of modern 
synthetic textiles. 

The NanoSilkTex project aims at combining the 
advantageous properties of natural silk with the 
versatility and robustness of synthetic textiles in the 
form of composite materials.  

Silk fibroin, the main structural protein of the silk 
brin (Fig. 1), is extracted from cocoons using 
hydrolysis under alkaline conditions, followed by 
dissolution of silk fibroin in a chaotropic aqueous 
medium and subsequent dialysis. After extraction 
and purification, an aqueous solution of silk fibroin is 
obtained which can be used for thin-film coating of 
synthetic fibers.     

 
Fig. 1 FESEM micrograph of a single brin from Bombyx 
mori cocoon [1]. The globular microstructure indicates the 
presence of silk fibroin nanofibrill bundles. The smooth 
surface of the brin is coated with silk sericin, which is 
removed during the extraction process. 

Concept  

Within NanoSilkTex, synthetic fibers made from 
polyester are coated with silk fibroin with the aim to 
impart silks advantageous material properties to 
synthetic textiles, e.g. improving mechanical 
strength, wear comfort and hydrophilicity. To 
achieve this goal, the nanoscale structure of the silk 
coating as well as its attachment to the polyester 
surface is optimized. Towards this end, 
characterization and control over silk fibroin 
properties after extraction, during coating and after 
potential curing of the coating as well as proper 
selection of coating process conditions are crucial. 
Four coating strategies were investigated. The 

simplest coating strategy consisted of direct multiple 
dip coating of polyester fabrics using diluted silk 
fibroin solution (abbreviated as CN in the following 
experiments). The second strategy used layer-by-
layer coating based on electrostatic interaction 
between negatively charged silk fibroin and 
polycations (abbreviated as CP) [2]. In addition to 
these two strategies which were based on physical 
interactions between silk fibroin and the fiber 
surface, two alternative strategies based on chemical 
conjugation were evaluated (abbreviated as CAP or 
CAS). The properties of the silk fibroin coated 
synthetic textile such as mechanical characteristics, 
feel to the touch, contact angle and UV transmission 
were evaluated. A special focus was on 
characterization of the washing fastness of the 
composite materials with regards to the above-
mentioned properties. Finally, a process for the 
preparation of silk fibroin microcapsules containing 
limonene was developed. 

Coating of synthetic textile samples with silk 
fibroin 

The silk fibroin extraction process was investigated 
with regards to extraction efficiency and removal of 
silk sericin. Extraction process conditions were found 
to significantly affect silk fibroin molecular weight 
distribution. Extended extraction resulted in more 
efficient sericin hydrolysis but was also associated 
with increased formation of low molecular weight 
fragments of silk fibroin. However, based on FTIR 
analysis, the capacity to form crystalline beta sheets, 
which are of special relevance for silk fibroins 
mechanical properties, was unaffected.  

Regenerated silk fibroin solution was used for the 
coating of polyester fibers. In addition to variation of 
the coating strategy, silk fibroin concentration as well 
as the number of dip coating cycles was varied. It was 
found that high silk fibroin concentrations resulted in 
inhomogeneous coating and formation of silk fibroin 
lamellae between individual polyester fiber, 
negatively affecting mechanical properties. After 
optimization of the coating process, two coating 
setups were used for further experiments: 0.1 % or 
0.3 % silk fibroin solution was used for 5 dip coating 
cycles. All experiments were conducted before and 
after washing of the samples under standardized 
conditions for 3 or 10 washing cycles. 

Microscopic characterization of silk fibroin 
coatings 

Silk fibroin coatings were characterized by SEM and 
AFM to study the micro- and nanostructure after 
coating. In the case of CN and CAP strategies, surface 
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Introduction 

Today most optical instrumentation is based on thin 
optical films, which act as interference filters, color 
beam splitters etc. The majority of these components 
are manufactured by vacuum processes like 
magnetron sputtering or physical vapor deposition. 
Because of their large technical demand, vacuum free 
methods are very much appreciated. Electrospinning 
is a vacuum-free versatile method to deposit nano-
fibrous materials, originally used for the production 
of non-woven fabrics for applications in filtration, 
textile, and medtech industries. Electrospinning has 
attracted a lot of interest in the past years, as it is 
simple and economic [1]. 

The goal of this project was to use electrospinning for 
depositing highly oriented nano-fibrous layers of 
dielectric materials on planar substrates (e.g. glass or 
thin polymer sheets) to fabricate optical components. 
In this report, the fabrication and characterization of 
A) optical retarders based on electrospun nano-fiber 
layers and B) electrospun nano-fiber layers based on 
a fluorescence molecule doped polymer are 
summarized. 

A) Fabricated retarders fabricated by uniaxially 
aligned nano-fibrous layers by electrospinning 

The deposition of highly oriented nano-fibrous layers 
of optical materials is a new approach for the 
production of optical anisotropic films such as 
retarders or waveplates. Retarders are used to modify 
the state of polarization of light e.g. in liquid crystal 
displays, projectors or novel brand protection 
devices. 

The electrospinning machine for the fabrication of 
uniaxially oriented nanofibers is based on a rotating 
cylinder which collects the nanofibers ejected from 
the motorized syringe holding the polymer solvent 
solution. The electrospinning set-up is illustrated in 
figure 1. 

 

Fig. 1 Electrospinning aligned nanofibers with a rotating 
cylinder, experimental set-up at the FHNW 

For the generation of retarders based on nano-fibers, 
two concepts were targeted: a) nanofibers with a fiber 
diameter significantly smaller than 100nm leading to 
birefringence [2] and b) nano-fibers with intrinsic 
birefringence. 

Commercial polymer materials were used for 
electrospinning, including: polyimide P84 (PI), 
polypyrrolidone (PVP), poly(vinyl alcohol) (PVA), 
polyethylene oxide (PEO), polystyrene (PS). 
Moreover, high index of refraction polymers 
synthesized by BASF Schweiz AG were also tested. 
The experiments showed that the diameter of the 
electrospun fibers remained larger than approx. 100 
nm and are thus generating strong and unwanted 
scattering light [3]. 

In order to minimize light scattering, the polymer 
fibers were encapsulated in a material with a index of 
refraction close to that of the fibers. Once the light 
scattering is minimized, the intrinsic birefringence of 
the nano-fibers can be observed. The analysis of the 
fabricated samples showed that PS is the polymer 
with the best parallel aligned nano-fibers and the 
highest birefringence, thus it was chosen as reference 
for further studies. Figure 2 shows scanning electron 
microscopy (SEM) images of perfectly aligned PS 
nano-fibers from a 6% and a 1.5% solution. 

   
Fig. 2 Perfectly oriented PS nano-fibers generated with a 
6% solution (left) and with a 1.5% solution (right) 

PS nanofiber based retarders were fabricated, 
encapsulated and spectroscopically characterized by 
measuring the transmission spectrum of the devices 
between crossed polarizers with a diagonal 
orientation of the nanofibers of 45° with respect to 
the polarizer. The best nanofiber based retarder 
(from the 6% solution) showed a retardation of 
approximatively 1/8 wave for green light (500nm). 
By placing the retarder on a mirror, the retardation is 
doubled, thus acting as a quarter wave plate. The 
measurement set-up is illustrated in figure 3 (left). 
Figure 3 shows images of the nanofiber retarder 
between crossed polarizers (retarder area 
approximatively 8 x 8 mm²). 
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Fig. 3 Optical measurement set-up, side and top view (left) 
and fiber-based retarder between crossed polarizers 
(right), retarder on mirror (right top) 

In conclusion, the fabrication of a quarter wave plate 
retarder based on electrospun PS nanofibers was 
successfully demonstrated. Similar results were 
published 2016 with PVA as nanofiber material [3]. 

B) Uniaxially aligned nano-fibrous layers doped 
with fluorescence dye fabricated by 
electrospinning 

The 6% PS nanofiber were also doped with the red 
fluorescence dye Lumogen F red 305 from BASF, 
with a dye concentration of 2%. The electrospun 
nanofibers had an average diameter of 670 nm. An 
SEM image of the dye doped PS nanofibers is shown 
in figure 4. 

   
Fig. 4 Highly aligned electrospun PS nanofibers doped 
with the fluorescent dye Lumogen F red 305 from BASF 

Again, highly oriented nanofibers were obtained. 

In order to test whether the fluorescence emission of 
dye doped nanofibers prepared on a glass plate 
deviates from the emission of a dye doped thin film, 
the experimental set-up shown in figure 5 was used. 
The measurements were carried out with green 
excitation laser light (wavelength 532 nm) 
horizontally (H) and vertically (V) polarized. 

 
Fig. 5 The optical measurement set-up for the fluorescence 
(red arrow) studies, with excitation with green polarized 
(H and V) laser light L for horizontally (H) and vertically 
(V) oriented nanofibers (only the vertically oriented 
nanofibers (V) are shown). 

The fluorescence emission was measured at an 
oblique angle of 40° for the laser polarization cases H 
and V and the fiber orientation H and V as illustrated 
in figure 5. For comparison with a non-fibrous 
fluorescence layer a thin film of red fluorescence dye 
(Lumogen F red 305) doped PS was spin coated on a 
slab of glass and characterized with the described 
experimental set-up. The measured fluorescence 
spectra are shown in figure 6 for the representative 
cases horizontal polarization and nanofibers 
horizontally (HH) and vertically (HV) oriented and 
the thin film sample. 

 
Fig. 6 Measured fluorescence emission from the Lumogen 
F red 305 doped nanofibers and a thin film (solid line) 
sample; with the nanofibers oriented vertically (dotted) 
and horizontally (dashed line) 

In conclusion, the fluorescence measurements at the 
dye doped PS nano-fiber sample showed a minor 
shift of the main emission peak toward longer 
wavelength compared to the thin film sample. A 
similar red shift was recently observed in dye doped 
PVP nanofiber samples [4]. Additionally, spectro-
scopic measurements showed that the absorption of 
the dye doped PS nanofibers are only weakly 
depending on linearly polarized illumination light 
(parallel versus perpendicular to the fibers). 
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Introduction 

Today most optical instrumentation is based on thin 
optical films, which act as interference filters, color 
beam splitters etc. The majority of these components 
are manufactured by vacuum processes like 
magnetron sputtering or physical vapor deposition. 
Because of their large technical demand, vacuum free 
methods are very much appreciated. Electrospinning 
is a vacuum-free versatile method to deposit nano-
fibrous materials, originally used for the production 
of non-woven fabrics for applications in filtration, 
textile, and medtech industries. Electrospinning has 
attracted a lot of interest in the past years, as it is 
simple and economic [1]. 

The goal of this project was to use electrospinning for 
depositing highly oriented nano-fibrous layers of 
dielectric materials on planar substrates (e.g. glass or 
thin polymer sheets) to fabricate optical components. 
In this report, the fabrication and characterization of 
A) optical retarders based on electrospun nano-fiber 
layers and B) electrospun nano-fiber layers based on 
a fluorescence molecule doped polymer are 
summarized. 

A) Fabricated retarders fabricated by uniaxially 
aligned nano-fibrous layers by electrospinning 

The deposition of highly oriented nano-fibrous layers 
of optical materials is a new approach for the 
production of optical anisotropic films such as 
retarders or waveplates. Retarders are used to modify 
the state of polarization of light e.g. in liquid crystal 
displays, projectors or novel brand protection 
devices. 

The electrospinning machine for the fabrication of 
uniaxially oriented nanofibers is based on a rotating 
cylinder which collects the nanofibers ejected from 
the motorized syringe holding the polymer solvent 
solution. The electrospinning set-up is illustrated in 
figure 1. 

 

Fig. 1 Electrospinning aligned nanofibers with a rotating 
cylinder, experimental set-up at the FHNW 

For the generation of retarders based on nano-fibers, 
two concepts were targeted: a) nanofibers with a fiber 
diameter significantly smaller than 100nm leading to 
birefringence [2] and b) nano-fibers with intrinsic 
birefringence. 

Commercial polymer materials were used for 
electrospinning, including: polyimide P84 (PI), 
polypyrrolidone (PVP), poly(vinyl alcohol) (PVA), 
polyethylene oxide (PEO), polystyrene (PS). 
Moreover, high index of refraction polymers 
synthesized by BASF Schweiz AG were also tested. 
The experiments showed that the diameter of the 
electrospun fibers remained larger than approx. 100 
nm and are thus generating strong and unwanted 
scattering light [3]. 

In order to minimize light scattering, the polymer 
fibers were encapsulated in a material with a index of 
refraction close to that of the fibers. Once the light 
scattering is minimized, the intrinsic birefringence of 
the nano-fibers can be observed. The analysis of the 
fabricated samples showed that PS is the polymer 
with the best parallel aligned nano-fibers and the 
highest birefringence, thus it was chosen as reference 
for further studies. Figure 2 shows scanning electron 
microscopy (SEM) images of perfectly aligned PS 
nano-fibers from a 6% and a 1.5% solution. 

   
Fig. 2 Perfectly oriented PS nano-fibers generated with a 
6% solution (left) and with a 1.5% solution (right) 

PS nanofiber based retarders were fabricated, 
encapsulated and spectroscopically characterized by 
measuring the transmission spectrum of the devices 
between crossed polarizers with a diagonal 
orientation of the nanofibers of 45° with respect to 
the polarizer. The best nanofiber based retarder 
(from the 6% solution) showed a retardation of 
approximatively 1/8 wave for green light (500nm). 
By placing the retarder on a mirror, the retardation is 
doubled, thus acting as a quarter wave plate. The 
measurement set-up is illustrated in figure 3 (left). 
Figure 3 shows images of the nanofiber retarder 
between crossed polarizers (retarder area 
approximatively 8 x 8 mm²). 
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Fig. 3 Optical measurement set-up, side and top view (left) 
and fiber-based retarder between crossed polarizers 
(right), retarder on mirror (right top) 

In conclusion, the fabrication of a quarter wave plate 
retarder based on electrospun PS nanofibers was 
successfully demonstrated. Similar results were 
published 2016 with PVA as nanofiber material [3]. 

B) Uniaxially aligned nano-fibrous layers doped 
with fluorescence dye fabricated by 
electrospinning 

The 6% PS nanofiber were also doped with the red 
fluorescence dye Lumogen F red 305 from BASF, 
with a dye concentration of 2%. The electrospun 
nanofibers had an average diameter of 670 nm. An 
SEM image of the dye doped PS nanofibers is shown 
in figure 4. 

   
Fig. 4 Highly aligned electrospun PS nanofibers doped 
with the fluorescent dye Lumogen F red 305 from BASF 

Again, highly oriented nanofibers were obtained. 

In order to test whether the fluorescence emission of 
dye doped nanofibers prepared on a glass plate 
deviates from the emission of a dye doped thin film, 
the experimental set-up shown in figure 5 was used. 
The measurements were carried out with green 
excitation laser light (wavelength 532 nm) 
horizontally (H) and vertically (V) polarized. 

 
Fig. 5 The optical measurement set-up for the fluorescence 
(red arrow) studies, with excitation with green polarized 
(H and V) laser light L for horizontally (H) and vertically 
(V) oriented nanofibers (only the vertically oriented 
nanofibers (V) are shown). 

The fluorescence emission was measured at an 
oblique angle of 40° for the laser polarization cases H 
and V and the fiber orientation H and V as illustrated 
in figure 5. For comparison with a non-fibrous 
fluorescence layer a thin film of red fluorescence dye 
(Lumogen F red 305) doped PS was spin coated on a 
slab of glass and characterized with the described 
experimental set-up. The measured fluorescence 
spectra are shown in figure 6 for the representative 
cases horizontal polarization and nanofibers 
horizontally (HH) and vertically (HV) oriented and 
the thin film sample. 

 
Fig. 6 Measured fluorescence emission from the Lumogen 
F red 305 doped nanofibers and a thin film (solid line) 
sample; with the nanofibers oriented vertically (dotted) 
and horizontally (dashed line) 

In conclusion, the fluorescence measurements at the 
dye doped PS nano-fiber sample showed a minor 
shift of the main emission peak toward longer 
wavelength compared to the thin film sample. A 
similar red shift was recently observed in dye doped 
PVP nanofiber samples [4]. Additionally, spectro-
scopic measurements showed that the absorption of 
the dye doped PS nanofibers are only weakly 
depending on linearly polarized illumination light 
(parallel versus perpendicular to the fibers). 
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Crystal Structure – Basis for R&D 

The crystal structure of a molecule has become one 
of the standard analytical tools to Research and 
Development (R&D) in pharmaceutical academia 
and industry. A crystal is illuminated with X-rays 
and reveals a very abstract pattern of spots – the 
crystal diffracts. From the positions of the spots and 
their intensities, the structure of the chemical 
compound can be calculated, i.e. the atom types and 
their arrangement in space.  

 

Fig. 1 Grains of icing sugar are cubes of 10 µm - still 50x 
larger than the crystals that A3EDPI will look at. The 
right panel shows an example, about 0.5 µm across. 

The structure serves as starting point for 
modifications that aim at the improvement of the 
drug: the same effect at lower dose, or the reduction 
of side effects. The production of large single 
crystals is a major bottleneck for single crystal 
structure determination. Pharmaceutical companies 
like Roche or Novartis may have a selection of 
300,000 powder drugs, but “only” one third are 
available as single crystal X-ray structure 
determination. 

As part of this Nano-Argovia-project A3EDPI, X-
rays will be replaced with electrons. For electrons, 
the individual grains of a powder appear as single 
crystals, as shown in Fig. 1. Structures can be solved 
with electrons the same way they can be solved with 
X-rays [1, 2]. Before the break-through results from 
Kolb et al., it was believed that the tiny crystals 
would get destroyed from radiation damage before 
sufficient data had been recorded. 

Dectris – Fast and sensitive Cameras 	
The detector that records the diffraction data is an 
important component. The more sensitive the 
camera, the less radiation damage reduces the 
quality of the structure. The company DECTRIS, a 
spin-off company from the detector development 
group at the Paul Scherrer Institut, is the market 
leader for photon counting hybrid pixel detectors. 
These are designed for X-ray crystallography as 
carried out at the Swiss Light Source and the Swiss 
Free Electron Laser. Last year, the nanoArgovia 

Project HPD4FED demonstrated how well they are 
suited to also detect electrons.  

 
Fig. 2 The EIGER X 1M detector inside its vacuum 
compatible steel housing. Electrons enter from the left and 
are detected with the silicon layer framed blue. Image 
courtesy DECTRIS  Ltd. 

The flag ship product EIGER is characterised by 
only 4 µs read-out time, its hardness against 
damaging radiation, and its reliability that ensures 
every recording is useable. The latter is an essential 
property as the detector can generate several 
thousand images per second. 

Combination of high-tech instruments 

Electron microscopes are commonly used in Life 
Sciences (e.g. single particle cryoEM). These 
machines so far are mainly used in Material Science, 
and single particle EM. Both disciplines have been 
recognised by Nobel prizes for the discovery of 
quasicrystals (D. Shechtman, 2011) and for 
developing cryo-electron microscopy for high-
resolution structure determination of biomolecules 
in solution (J. Dubochet, J. Frank, and R. 
Henderson, 2017). Combining such instruments 
with the Dectris EIGER detector will open the world 
of the smallest also to the field of organic 
crystallography and hence into the realm of 
pharmaceutical research. 

Fine details 

Molecule can be chiral, i.e. there are pairs like our 
left and right hand (Fig. 3). In many cases, only one 
version is biologically active. The other hand 
increases negative side effects. One of the main 
strengths of X-ray crystallography is the 
determination of a molecule’s chirality and whether 
or not the pure form is present in the crystal. The 
technique is based on the »anomalous signal«. This 
is not available with electrons. However, other 
options are at least theoretically available. Very 
recently, the chirality of a certain class of molecules 
– zeolites - could be determined from electron 
diffraction [3]. As part of A3EDPI, an exciting 
challenge will be the determination of the chirality 
of organic compounds. The effect is much more 
subtle than for zeolites. 

  Project A12.01 

	

Fig. 3 Left and right-handed molecules look very similar. 
For our body, the difference can be between healing and 
bad side effects. Can electrons tell the difference? 

Potential for industry and academia 

The first phase of A3EDPI could benefit from great 
expectations to the young field of organic electron 
crystallography. Two main Swiss centres for electron 
microscopy, C-CINA in Basel and ScopeM at ETH 
Zurich, have allocated a total of three weeks of 
instrument time to this Nano-Argovia-project. The 

measurements will take place in January and 
February 2018. The nanocrystals will be provided 
through academic collaborations, by the Argovian 
company Crystallise! AG, and by Roche. 
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Crystal Structure – Basis for R&D 

The crystal structure of a molecule has become one 
of the standard analytical tools to Research and 
Development (R&D) in pharmaceutical academia 
and industry. A crystal is illuminated with X-rays 
and reveals a very abstract pattern of spots – the 
crystal diffracts. From the positions of the spots and 
their intensities, the structure of the chemical 
compound can be calculated, i.e. the atom types and 
their arrangement in space.  

 

Fig. 1 Grains of icing sugar are cubes of 10 µm - still 50x 
larger than the crystals that A3EDPI will look at. The 
right panel shows an example, about 0.5 µm across. 

The structure serves as starting point for 
modifications that aim at the improvement of the 
drug: the same effect at lower dose, or the reduction 
of side effects. The production of large single 
crystals is a major bottleneck for single crystal 
structure determination. Pharmaceutical companies 
like Roche or Novartis may have a selection of 
300,000 powder drugs, but “only” one third are 
available as single crystal X-ray structure 
determination. 

As part of this Nano-Argovia-project A3EDPI, X-
rays will be replaced with electrons. For electrons, 
the individual grains of a powder appear as single 
crystals, as shown in Fig. 1. Structures can be solved 
with electrons the same way they can be solved with 
X-rays [1, 2]. Before the break-through results from 
Kolb et al., it was believed that the tiny crystals 
would get destroyed from radiation damage before 
sufficient data had been recorded. 

Dectris – Fast and sensitive Cameras 	
The detector that records the diffraction data is an 
important component. The more sensitive the 
camera, the less radiation damage reduces the 
quality of the structure. The company DECTRIS, a 
spin-off company from the detector development 
group at the Paul Scherrer Institut, is the market 
leader for photon counting hybrid pixel detectors. 
These are designed for X-ray crystallography as 
carried out at the Swiss Light Source and the Swiss 
Free Electron Laser. Last year, the nanoArgovia 

Project HPD4FED demonstrated how well they are 
suited to also detect electrons.  

 
Fig. 2 The EIGER X 1M detector inside its vacuum 
compatible steel housing. Electrons enter from the left and 
are detected with the silicon layer framed blue. Image 
courtesy DECTRIS  Ltd. 

The flag ship product EIGER is characterised by 
only 4 µs read-out time, its hardness against 
damaging radiation, and its reliability that ensures 
every recording is useable. The latter is an essential 
property as the detector can generate several 
thousand images per second. 

Combination of high-tech instruments 

Electron microscopes are commonly used in Life 
Sciences (e.g. single particle cryoEM). These 
machines so far are mainly used in Material Science, 
and single particle EM. Both disciplines have been 
recognised by Nobel prizes for the discovery of 
quasicrystals (D. Shechtman, 2011) and for 
developing cryo-electron microscopy for high-
resolution structure determination of biomolecules 
in solution (J. Dubochet, J. Frank, and R. 
Henderson, 2017). Combining such instruments 
with the Dectris EIGER detector will open the world 
of the smallest also to the field of organic 
crystallography and hence into the realm of 
pharmaceutical research. 

Fine details 

Molecule can be chiral, i.e. there are pairs like our 
left and right hand (Fig. 3). In many cases, only one 
version is biologically active. The other hand 
increases negative side effects. One of the main 
strengths of X-ray crystallography is the 
determination of a molecule’s chirality and whether 
or not the pure form is present in the crystal. The 
technique is based on the »anomalous signal«. This 
is not available with electrons. However, other 
options are at least theoretically available. Very 
recently, the chirality of a certain class of molecules 
– zeolites - could be determined from electron 
diffraction [3]. As part of A3EDPI, an exciting 
challenge will be the determination of the chirality 
of organic compounds. The effect is much more 
subtle than for zeolites. 
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Fig. 3 Left and right-handed molecules look very similar. 
For our body, the difference can be between healing and 
bad side effects. Can electrons tell the difference? 

Potential for industry and academia 

The first phase of A3EDPI could benefit from great 
expectations to the young field of organic electron 
crystallography. Two main Swiss centres for electron 
microscopy, C-CINA in Basel and ScopeM at ETH 
Zurich, have allocated a total of three weeks of 
instrument time to this Nano-Argovia-project. The 

measurements will take place in January and 
February 2018. The nanocrystals will be provided 
through academic collaborations, by the Argovian 
company Crystallise! AG, and by Roche. 
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Antimicrobial Assays 

Standard antimicrobial assays according to ISO, 
ASTM and other norms quantify antimicrobial 
activity by the number of released surviving bacteria 
following contact with modified materials for defined 
periods of time. Thus, adhesion to the modified 
material cannot be distinguished from killing. To 
overcome this limitation, we combine these standard 
assays with methods to determine the metabolic 
activity of bacteria in contact with the sample. 
Furthermore, we vary the chemical composition and 
volume of the bacterial inoculum in order to 
represent the planned fields of applications.  

Results  

In nonwovens with covalently bound antibacterial 
polymers, the amount of eluted live bacteria was 
reduced by more than 99.9%. However, metabolic 
assays showed that more than 20% of live bacteria 
were still attached to the modified nonwovens. 
Hence, we must assume that e-grafted antimicrobial 
polymers can immobilize but not sufficiently kill 
bacteria.  

	  

Fig. 3 Comparison of a standard antimicrobial activity 
assay (left) with a metabolic assay (right) detecting sample 
adsorbed bacteria. All samples were modified with 
antibacterial polymers (blue: polymer 1; orange: polymer 
2) and extracted for 20 days following coating. The 
reference samples (coated with polymer but not 
irradiated) also exhibit a certain activity. 

In former work at the HLS, it was demonstrated that 
the minimum Cu2+ concentration to reliably kill 
bacteria is very low, but depends on the medium 
composition. We found that untreated e-grafted 
polymers with copper binding capacity leach high 
quantities of copper within the first hours after 
incubation in water. Such a “burst release” is 
undesirable since it will lead to quick depletion of the 
copper reservoir in the coating. Still several samples 
killed >99% of bacteria after washing/extraction for 

10/20 days. Further work will focus on adjusting the 
polymer’s copper affinity and therefore optimizing 
the release profile by pH adjustment.  

As another means of establishing continuous, long 
lasting copper ion release a variety of copper 
containing particles were incorporated in a 
proprietary binder system and applied to nonwovens. 
Certain particles showed prolonged leaching of 
significant amounts of copper. By adjusting the 
size/number of applied particles, the Cu2+ release 
rate can be optimized according to the requirement 
specifications. The observed amounts are deemed 
sufficient for the desired antibacterial effect, but this 
has to be proven in antibacterial test.  

Conclusion and Outlook   

Of the three tested approaches, two are highly 
promising for the antibacterial modification of 
nonwovens. It seems that the immobilization of 
antibacterial polymer rather leads to attachment of 
live bacteria than to the desired killing action. We will 
therefore not follow this road. In the remainder of the 
project, we will focus on adjusting release rates of 
Cu2+ from copper binding polymers (Fig. 1b) and on 
optimizing the binder/particle mixture, e.g. by 
varying copper particle size, adjusting particle 
concentration and by careful selection of additives 
(Fig. 1c).  

On the modified substrates, other properties of high 
relevance for nonwoven applications such as 
hydrophilicity and antistatic properties will also be 
investigated.  

Currently we determine the long term Cu2+ release 
rates of the modified fabrics which will continue until 
the project end.  
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Introduction  

Nonwoven fabrics are widely used in everyday life 
ranging from applications in medical areas like 
gowns, wound dressings or surgical masks to their 
use as insulation materials and paddings, filters and 
for consumer goods like diapers or wipes. Their 
surface properties are frequently tuned via non-
covalent surface coatings, e.g. for increased wetting 
performance. However, certain long-term appli-
cations of nonwoven fabrics require a permanent 
surface modification, which we will for instance try to 
achieve by electron beam assisted grafting 
(e-grafting). In this work, we evaluate different 
strategies for the antimicrobial modification of 
nonwovens.  

Modification strategies 

 

Fig. 1 Modification strategies. a) An inherently 
antibacterial polymer is covalently attached to the 
nonwoven by e-grafting; b) a polymer capable of binding 
Cu2+ by complexation is e-grafted on the nonwoven. Yellow 
dots = crosslinks. c) Copper containing particles are 
immobilized using a proprietary binder.   

Potentially antimicrobial nonwovens were prepared 
by three strategies relying on either contact killing 
mechanisms or leaching of bactericidal Cu2+ ions.  

E-grafting of antimicrobial polymers  
Antimicrobial polymers were covalently attached to 
the nonwoven surface by e-grafting (Fig. 1a). The 
investigated polymers are known for their contact 
killing action, i.e. bacteria must be in intimate 
contact with the surface in order to be killed.  

E-grafting of polymers with copper binding affinity  
Polymers with repeat units capable of binding copper 
ions by complexation were grafted on nonwovens 
(Fig. 1b). Bacteria are killed by release of Cu2+ ions 
from the modified surface. 

Immobilization of copper particles using 
proprietary binders  
Copper containing particles were immobilized using 
proprietary binder materials (Fig. 1c). Slow leaching 
of Cu2+ ions leads to the bactericidal activity of these 
surfaces.  

E-grafting 

In electron beam assisted grafting (e-grafting), 
functional molecules are deposited on the substrate, 
which is then irradiated with low energy electrons to 
obtain a multitude of covalent crosslinks between the 
substrate material and the functional coating.  
For reliable and reproducible deposition of 
functional coatings, a dedicated spraystand was 
designed in the frame of the project.  

 

Fig. 2 e-grafting procedure. a) Nonwoven substrates are 
coated with a functional polymer and then b) irradiated 
with low energy electrons resulting in c) nonwovens with 
covalently linked layers of functional polymer (yellow dots 
= crosslinks).  
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Antimicrobial Assays 

Standard antimicrobial assays according to ISO, 
ASTM and other norms quantify antimicrobial 
activity by the number of released surviving bacteria 
following contact with modified materials for defined 
periods of time. Thus, adhesion to the modified 
material cannot be distinguished from killing. To 
overcome this limitation, we combine these standard 
assays with methods to determine the metabolic 
activity of bacteria in contact with the sample. 
Furthermore, we vary the chemical composition and 
volume of the bacterial inoculum in order to 
represent the planned fields of applications.  

Results  

In nonwovens with covalently bound antibacterial 
polymers, the amount of eluted live bacteria was 
reduced by more than 99.9%. However, metabolic 
assays showed that more than 20% of live bacteria 
were still attached to the modified nonwovens. 
Hence, we must assume that e-grafted antimicrobial 
polymers can immobilize but not sufficiently kill 
bacteria.  

	  

Fig. 3 Comparison of a standard antimicrobial activity 
assay (left) with a metabolic assay (right) detecting sample 
adsorbed bacteria. All samples were modified with 
antibacterial polymers (blue: polymer 1; orange: polymer 
2) and extracted for 20 days following coating. The 
reference samples (coated with polymer but not 
irradiated) also exhibit a certain activity. 

In former work at the HLS, it was demonstrated that 
the minimum Cu2+ concentration to reliably kill 
bacteria is very low, but depends on the medium 
composition. We found that untreated e-grafted 
polymers with copper binding capacity leach high 
quantities of copper within the first hours after 
incubation in water. Such a “burst release” is 
undesirable since it will lead to quick depletion of the 
copper reservoir in the coating. Still several samples 
killed >99% of bacteria after washing/extraction for 

10/20 days. Further work will focus on adjusting the 
polymer’s copper affinity and therefore optimizing 
the release profile by pH adjustment.  

As another means of establishing continuous, long 
lasting copper ion release a variety of copper 
containing particles were incorporated in a 
proprietary binder system and applied to nonwovens. 
Certain particles showed prolonged leaching of 
significant amounts of copper. By adjusting the 
size/number of applied particles, the Cu2+ release 
rate can be optimized according to the requirement 
specifications. The observed amounts are deemed 
sufficient for the desired antibacterial effect, but this 
has to be proven in antibacterial test.  

Conclusion and Outlook   

Of the three tested approaches, two are highly 
promising for the antibacterial modification of 
nonwovens. It seems that the immobilization of 
antibacterial polymer rather leads to attachment of 
live bacteria than to the desired killing action. We will 
therefore not follow this road. In the remainder of the 
project, we will focus on adjusting release rates of 
Cu2+ from copper binding polymers (Fig. 1b) and on 
optimizing the binder/particle mixture, e.g. by 
varying copper particle size, adjusting particle 
concentration and by careful selection of additives 
(Fig. 1c).  

On the modified substrates, other properties of high 
relevance for nonwoven applications such as 
hydrophilicity and antistatic properties will also be 
investigated.  

Currently we determine the long term Cu2+ release 
rates of the modified fabrics which will continue until 
the project end.  
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gowns, wound dressings or surgical masks to their 
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for consumer goods like diapers or wipes. Their 
surface properties are frequently tuned via non-
covalent surface coatings, e.g. for increased wetting 
performance. However, certain long-term appli-
cations of nonwoven fabrics require a permanent 
surface modification, which we will for instance try to 
achieve by electron beam assisted grafting 
(e-grafting). In this work, we evaluate different 
strategies for the antimicrobial modification of 
nonwovens.  

Modification strategies 

 

Fig. 1 Modification strategies. a) An inherently 
antibacterial polymer is covalently attached to the 
nonwoven by e-grafting; b) a polymer capable of binding 
Cu2+ by complexation is e-grafted on the nonwoven. Yellow 
dots = crosslinks. c) Copper containing particles are 
immobilized using a proprietary binder.   

Potentially antimicrobial nonwovens were prepared 
by three strategies relying on either contact killing 
mechanisms or leaching of bactericidal Cu2+ ions.  

E-grafting of antimicrobial polymers  
Antimicrobial polymers were covalently attached to 
the nonwoven surface by e-grafting (Fig. 1a). The 
investigated polymers are known for their contact 
killing action, i.e. bacteria must be in intimate 
contact with the surface in order to be killed.  

E-grafting of polymers with copper binding affinity  
Polymers with repeat units capable of binding copper 
ions by complexation were grafted on nonwovens 
(Fig. 1b). Bacteria are killed by release of Cu2+ ions 
from the modified surface. 

Immobilization of copper particles using 
proprietary binders  
Copper containing particles were immobilized using 
proprietary binder materials (Fig. 1c). Slow leaching 
of Cu2+ ions leads to the bactericidal activity of these 
surfaces.  

E-grafting 

In electron beam assisted grafting (e-grafting), 
functional molecules are deposited on the substrate, 
which is then irradiated with low energy electrons to 
obtain a multitude of covalent crosslinks between the 
substrate material and the functional coating.  
For reliable and reproducible deposition of 
functional coatings, a dedicated spraystand was 
designed in the frame of the project.  

 

Fig. 2 e-grafting procedure. a) Nonwoven substrates are 
coated with a functional polymer and then b) irradiated 
with low energy electrons resulting in c) nonwovens with 
covalently linked layers of functional polymer (yellow dots 
= crosslinks).  
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Fig. 2 Two different friction measurement setups. Top: 
heavy-duty setup with 46.3 N weight force, friction 
measurements performed by moving cylinder over static 
sample. Bottom: Light setup with 2N weight force, 
friction measurement with moving sample over static 
steel plate.  

Wear measurements 

Additional to friction, the wear of the structures is 
also very relevant. First simple trials with a pin-on-
disc setup were carried out. In the next step, a setup 
will be built which will represent the current 
application more realistically. 

Investigation of snake-skin surface structures 

Skins of different species of snakes were collected 
and provided to FHNW by the "Schlangenzoo 
Eschlikon". Sections of the snake skins' dorsal scales 
were scanned using Confocal Laser Scanning 
Microscopy (CLSM) and Scanning Electron 
Microscopy (SEM).  

Replication of snake skin structure in Polymers 
The replication of snake skin surface structure in 
PDMS (Sylgard 184, Dow Corning Inc.) was 
examined. The aim was to create a negative of the 
snake's surface in a rigid polymer, which would then 
be used as injection mold insert to produce copies of 
snake skin structure in TPE materials. Due to the 
necessity of high curing temperatures, it is not 
possible to cast structures from snake skin directly 
into epoxy resins. Therefore, two steps of PDMS 
casting were carried out, which led to a "positive" 
copy of the original structure. Due to the good 
thermal stability of PDMS, it is possible to replicate 
structures from PDMS into epoxy resin using 
thermal curing.  

 

Fig. 3 SEM images of Egyptian cobra and Mexican green 
rattler and CLSM image of common boa. Direction of 
snake's movement is to the left. 

Outlook 

Further measures are still to be taken: 

• Generation of Epoxy inserts out of snake skin 
structure in PDMS for subsequent injection 
molding 

• Structuring of bigger areas on belts using hot 
embossing or roll to roll embossing 

• Wear measurements 
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Introduction 

In the elevator technology, steel wire reinforced 
thermoplastic elastomer (TPE) belts are used to bear 
and move the elevator car. Due to high forces, these 
belts suffer from significant wear. In order to reduce 
wear, friction reducing slip agents are currently used 
as master batches. However, these compounds 
migrate from the thermoplastic material over time, 
which results in increased friction and wear. This 
leads to limited lifetime of the belts and therefore a 
need of more frequent inspections and replacement 
of the components. Instead of using friction-
reducing additives, a modification of the surface 
structure can lead to sustainably increased friction 
and wear behavior. In the animal world, a number 
of species exhibit micro- and nanostructured skin 
surfaces, which help them to reduce friction in an 
abrasive environment. In particular, the sandskink 
(Scincus albifasciatus) as well as several kinds of 
snakes living in sandy deserts have specific 
structures on their ventral scales, which are in direct 
contact with the sand soil [1, 2].  

 In this project, a broad variety of microstructures 
was replicated with TPEs with two different Shore 
hardness, followed by measurements of friction and 
wear. Structured specimens were produced by 
injection molding of round TPE patches and by hot 
embossing of structures directly on belts.  

Manufacturing of injection mold inserts and TPE 
Samples 

For injection molding, a selection of structures was 
manufactured in round, 1 mm thick stainless steel 
inserts, using various fabrication methods, including 
CNC (micro)milling, pulsed laser ablation, 
sandblasting and wet etching. Furthermore, 
stainless steel wire cloth was used as stamp for hot 
embossing. Figure 1 shows an example of a pyramid 
structure generated with picosecond pulsed laser 
ablation.  

Samples for friction measurements and wear tests 
were manufactured in TPEs using Arburg injection 
molding machines (example shown in Fig. 1). 

 

 

Fig. 1 Top: Photograph and CLSM scan of pyramids laser-
ablated in stainless steel insert; bottom: Replicated 
structures in a TPE 

Friction measurements 

For measuring the friction of structured samples, 
two different testing setups were used. For 
measurements with low surface pressures, a 
compact construction comprised of a Lego® motor 
drive system and a Logger Pro® compatible load cell 
was used. For measurements with higher surface 
pressure, an NC machine was used as power unit in 
combination with the same load cell. Figure 2 shows 
the two friction measuring setups.  

The friction measurements showed significant 
differences among the structures. It could be 
observed that in the harder tested TPE the 
structuring potentially led to increased friction 
coefficients. Conversely, in the softer material, the 
structuring led to potentially decreased friction 
coefficients.  
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Fig. 2 Two different friction measurement setups. Top: 
heavy-duty setup with 46.3 N weight force, friction 
measurements performed by moving cylinder over static 
sample. Bottom: Light setup with 2N weight force, 
friction measurement with moving sample over static 
steel plate.  

Wear measurements 

Additional to friction, the wear of the structures is 
also very relevant. First simple trials with a pin-on-
disc setup were carried out. In the next step, a setup 
will be built which will represent the current 
application more realistically. 

Investigation of snake-skin surface structures 

Skins of different species of snakes were collected 
and provided to FHNW by the "Schlangenzoo 
Eschlikon". Sections of the snake skins' dorsal scales 
were scanned using Confocal Laser Scanning 
Microscopy (CLSM) and Scanning Electron 
Microscopy (SEM).  

Replication of snake skin structure in Polymers 
The replication of snake skin surface structure in 
PDMS (Sylgard 184, Dow Corning Inc.) was 
examined. The aim was to create a negative of the 
snake's surface in a rigid polymer, which would then 
be used as injection mold insert to produce copies of 
snake skin structure in TPE materials. Due to the 
necessity of high curing temperatures, it is not 
possible to cast structures from snake skin directly 
into epoxy resins. Therefore, two steps of PDMS 
casting were carried out, which led to a "positive" 
copy of the original structure. Due to the good 
thermal stability of PDMS, it is possible to replicate 
structures from PDMS into epoxy resin using 
thermal curing.  

 

Fig. 3 SEM images of Egyptian cobra and Mexican green 
rattler and CLSM image of common boa. Direction of 
snake's movement is to the left. 

Outlook 

Further measures are still to be taken: 

• Generation of Epoxy inserts out of snake skin 
structure in PDMS for subsequent injection 
molding 

• Structuring of bigger areas on belts using hot 
embossing or roll to roll embossing 

• Wear measurements 
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Introduction 

In the elevator technology, steel wire reinforced 
thermoplastic elastomer (TPE) belts are used to bear 
and move the elevator car. Due to high forces, these 
belts suffer from significant wear. In order to reduce 
wear, friction reducing slip agents are currently used 
as master batches. However, these compounds 
migrate from the thermoplastic material over time, 
which results in increased friction and wear. This 
leads to limited lifetime of the belts and therefore a 
need of more frequent inspections and replacement 
of the components. Instead of using friction-
reducing additives, a modification of the surface 
structure can lead to sustainably increased friction 
and wear behavior. In the animal world, a number 
of species exhibit micro- and nanostructured skin 
surfaces, which help them to reduce friction in an 
abrasive environment. In particular, the sandskink 
(Scincus albifasciatus) as well as several kinds of 
snakes living in sandy deserts have specific 
structures on their ventral scales, which are in direct 
contact with the sand soil [1, 2].  

 In this project, a broad variety of microstructures 
was replicated with TPEs with two different Shore 
hardness, followed by measurements of friction and 
wear. Structured specimens were produced by 
injection molding of round TPE patches and by hot 
embossing of structures directly on belts.  

Manufacturing of injection mold inserts and TPE 
Samples 

For injection molding, a selection of structures was 
manufactured in round, 1 mm thick stainless steel 
inserts, using various fabrication methods, including 
CNC (micro)milling, pulsed laser ablation, 
sandblasting and wet etching. Furthermore, 
stainless steel wire cloth was used as stamp for hot 
embossing. Figure 1 shows an example of a pyramid 
structure generated with picosecond pulsed laser 
ablation.  

Samples for friction measurements and wear tests 
were manufactured in TPEs using Arburg injection 
molding machines (example shown in Fig. 1). 

 

 

Fig. 1 Top: Photograph and CLSM scan of pyramids laser-
ablated in stainless steel insert; bottom: Replicated 
structures in a TPE 

Friction measurements 

For measuring the friction of structured samples, 
two different testing setups were used. For 
measurements with low surface pressures, a 
compact construction comprised of a Lego® motor 
drive system and a Logger Pro® compatible load cell 
was used. For measurements with higher surface 
pressure, an NC machine was used as power unit in 
combination with the same load cell. Figure 2 shows 
the two friction measuring setups.  

The friction measurements showed significant 
differences among the structures. It could be 
observed that in the harder tested TPE the 
structuring potentially led to increased friction 
coefficients. Conversely, in the softer material, the 
structuring led to potentially decreased friction 
coefficients.  
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Introduction 

Direct electron detection cameras for electron 
microscopes (EM) introduced a fast and lasting 
change to structural biology and are now regarded 
as a standard method for the structural analysis of 
protein-complexes to atomic resolution. However, 
protein isolation techniques and sample preparation 
methods for cryo-EM remain a bottleneck. 
Furthermore, classical sample preparation methods 
often destroy the native conformation of protein 
complexes by the aggressive filter paper blotting 
step or the long exposure to the large water surface 
area.  Hence, advanced methods for protein 
isolation and sample preparation for high-resolution 
electron microscopy are urgently needed, especially 
when large (and unstable) protein assemblies are 
targeted. 

For a high-resolution analysis of proteins by the EM 
single particle approach, only 10’000 to a few 
million individual protein particles must be 
analysed. Therefore, microfluidic techniques can 
provide enough protein complexes for the structural 
investigation. We developed (i) a microfluidic and 
paper-blotting free cryo-EM grid preparation 
method and, (ii), a sample conditioning method for 
negative stain (Fig. 1). Both methods only require 
nanoliter-volumes of sample. Additionally, we 
developed an automated preparation method for 
negative stain. We also developed methods for the 
fast isolation of protein-complexes (around 1 hour) 
from minimal cell amounts (approx. 40’000 cells). 

This project aims to develop improved methods for 
microfluidic protein isolation and electron 
microscopy (EM)-grid sample preparation towards 
better protein stability by (i) directly linking protein 
purification to the microfluidic sample preparation 
stage; (ii) developing new microfluidic protein 
cross-linking strategies; (iii) developing new sample 
conditioning methods to introduce agents protecting 
proteins from the air-water interface. Final goal will 
be an integrated microfluidic pipeline for ultra-fast 
protein isolation and cryo-EM grid preparation 
requiring less than two hours. 

Microfluidic EM sample preparation 

Principles of the microfluidic EM grid sample 
preparation are depicted in figure 1. Both methods 
can be performed using the same hardware [1, 2]. 
Importantly, the sample is only in contact with the 
microcapillary nozzle and does not travel long 
distances in the microfluidic system, minimizing 

sample loss by unspecific binding to the 
microfluidic’s wall. 
 

 
 
Fig. 1 Microfluidic EM grid sample preparation for 
negative stain (NS, left column) and cryo-EM (right 
columns) using the cryoWriter setup. A) Typical EM grid 
used for negative stain and cryo-EM. For negative stain, 
a nanometer-thin electron-transparent polymer film, e.g., 
Parlodion or Formvar, is placed on a copper or gold mesh 
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of the raw grid and a thin amorphous carbon layer is 
deposited on top by evaporation. For cryo-EM the raw 
grid is covered by a perforated (holey) carbon film. B) 
Microfluidic sample priming, conditioning and EM grid 
preparation using the cryoWriter setup. Negative stain 
EM grid preparation: A 5 nl volume is aspirated from the 
sample stock using a microcapillary (i). For sample 
conditioning, the microcapillary tip is immersed into the 
conditioning solution, e.g., 2% ammonium acetate. Ions 
and small molecules are exchanged by diffusion (ii). 
Proteins have much lower diffusion constants than salt 
ions and are not significantly lost. Finally, the sample is 
dispensed onto the grid and allowed to dry (iii). Cryo-EM 
grid preparation: A holey carbon film EM grid, held 
position between the tips of tweezers is placed flat on the 
surface of a temperature-controlled dew point stage. The 
stage temperature is set with a defined offset from the 
dew point temperature. The motorized xy axis of the stage 
is used to move the grid relative to the microcapillary 
containing the sample until this is in the correct position. 
The microcapillary is then lowered until it is a few 
micrometers above the grid and a few nanoliters of 
sample are deposited from it while the stage is moved to 
distribute the sample (i). After sample deposition, the 
microcapillary is withdrawn and the grid remains on the 
dew point stage for a short thinning process by controlled 
sample evaporation. For plunge freezing, the tweezers 
with grid are rapidly withdrawn from the stage (ii), 
flipped into the vertical position and plunged into a 
cryogen (iii). C) In negative stain the specimen on the grid 
is embedded in a thin layer of amorphous heavy metal 
salt, which provides structural support for the biological 
material and imaging contrast in the electron microscope. 
In cryo-EM, the sample is suspended in a vitreous ice 
layer and trapped in a close to physiological 
environment.  

Note that these new microfluidic methods have 
significant advantages compared to classical EM 
grid preparation approaches: (i) only a minimal 
total volume of 3 nL is needed (conventional 
methods: 3 to 5 µL); (ii) the EM grid preparation is 
basically lossless. In classical sample preparation 
methods, 99.99% of the sample is lost; (iii) the 
harsh paper-blotting step is completely eliminated 
and the exposure time of the protein to the air/water 
interface is minimized. Furthermore, the new 
method allows to be directly coupled to protein 
isolation methods as shown below. 

Microfluidic protein isolation 

We are using a magnetic trap to immobilize super 
paramagnetic particles (15 to 1000 nm in diameter, 
depending of the application) developed before for 
targeted proteomics and diagnostics. The principles 
for microfluidic protein purification coupled to EM 
grid preparation are shown in figure 2A. We are now 

able to isolate proteins from raw cell lysate (Fig. 2B) 
in about one hour. Note that the “photo-elution” 
avoids changing the chemical composition of the 
buffer for the release of the target protein. 
Therefore, only minimal amounts of unspecific 
proteins are eluted, as seen in the clean background 
of the eluate (Fig. 2C). This system also allows the 
direct preparation of the protein for cryo-EM. 

 

Fig. 2 Integration of protein purification into the 
cryoWriter set-up. A) Principle of the protein isolation 
procedure used for this particular experiment. (1) The 
super-paramagnetic particles functionalized with an 
antibody against the target protein are mixed with cell 
lysate. For the functionalization, a photo-cleavable linker 
is used. (2) The particles are immobilized using the 
magnetic trap and the beads are washed with buffer. (3) 
The photo-cleavable linkers are split by UV-light 
illumination. (4) After photo-elution the sample plug is 
conditioned with negative stain (tungsten salt) and 
written onto an EM grid with continuous carbon film (5). 
All protein isolation steps and EM-grid preparation are 
now automated. B) Negative stain of raw cell lysate 
containing the target protein. C) Purified protein (ring 
like structures), connected by antibodies. Inset shows the 
indicated region 2.5x enlarged. Note the clean 
background. Scale bars B&C: 100 nm. 
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Introduction 

Direct electron detection cameras for electron 
microscopes (EM) introduced a fast and lasting 
change to structural biology and are now regarded 
as a standard method for the structural analysis of 
protein-complexes to atomic resolution. However, 
protein isolation techniques and sample preparation 
methods for cryo-EM remain a bottleneck. 
Furthermore, classical sample preparation methods 
often destroy the native conformation of protein 
complexes by the aggressive filter paper blotting 
step or the long exposure to the large water surface 
area.  Hence, advanced methods for protein 
isolation and sample preparation for high-resolution 
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For a high-resolution analysis of proteins by the EM 
single particle approach, only 10’000 to a few 
million individual protein particles must be 
analysed. Therefore, microfluidic techniques can 
provide enough protein complexes for the structural 
investigation. We developed (i) a microfluidic and 
paper-blotting free cryo-EM grid preparation 
method and, (ii), a sample conditioning method for 
negative stain (Fig. 1). Both methods only require 
nanoliter-volumes of sample. Additionally, we 
developed an automated preparation method for 
negative stain. We also developed methods for the 
fast isolation of protein-complexes (around 1 hour) 
from minimal cell amounts (approx. 40’000 cells). 

This project aims to develop improved methods for 
microfluidic protein isolation and electron 
microscopy (EM)-grid sample preparation towards 
better protein stability by (i) directly linking protein 
purification to the microfluidic sample preparation 
stage; (ii) developing new microfluidic protein 
cross-linking strategies; (iii) developing new sample 
conditioning methods to introduce agents protecting 
proteins from the air-water interface. Final goal will 
be an integrated microfluidic pipeline for ultra-fast 
protein isolation and cryo-EM grid preparation 
requiring less than two hours. 

Microfluidic EM sample preparation 

Principles of the microfluidic EM grid sample 
preparation are depicted in figure 1. Both methods 
can be performed using the same hardware [1, 2]. 
Importantly, the sample is only in contact with the 
microcapillary nozzle and does not travel long 
distances in the microfluidic system, minimizing 

sample loss by unspecific binding to the 
microfluidic’s wall. 
 

 
 
Fig. 1 Microfluidic EM grid sample preparation for 
negative stain (NS, left column) and cryo-EM (right 
columns) using the cryoWriter setup. A) Typical EM grid 
used for negative stain and cryo-EM. For negative stain, 
a nanometer-thin electron-transparent polymer film, e.g., 
Parlodion or Formvar, is placed on a copper or gold mesh 
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of the raw grid and a thin amorphous carbon layer is 
deposited on top by evaporation. For cryo-EM the raw 
grid is covered by a perforated (holey) carbon film. B) 
Microfluidic sample priming, conditioning and EM grid 
preparation using the cryoWriter setup. Negative stain 
EM grid preparation: A 5 nl volume is aspirated from the 
sample stock using a microcapillary (i). For sample 
conditioning, the microcapillary tip is immersed into the 
conditioning solution, e.g., 2% ammonium acetate. Ions 
and small molecules are exchanged by diffusion (ii). 
Proteins have much lower diffusion constants than salt 
ions and are not significantly lost. Finally, the sample is 
dispensed onto the grid and allowed to dry (iii). Cryo-EM 
grid preparation: A holey carbon film EM grid, held 
position between the tips of tweezers is placed flat on the 
surface of a temperature-controlled dew point stage. The 
stage temperature is set with a defined offset from the 
dew point temperature. The motorized xy axis of the stage 
is used to move the grid relative to the microcapillary 
containing the sample until this is in the correct position. 
The microcapillary is then lowered until it is a few 
micrometers above the grid and a few nanoliters of 
sample are deposited from it while the stage is moved to 
distribute the sample (i). After sample deposition, the 
microcapillary is withdrawn and the grid remains on the 
dew point stage for a short thinning process by controlled 
sample evaporation. For plunge freezing, the tweezers 
with grid are rapidly withdrawn from the stage (ii), 
flipped into the vertical position and plunged into a 
cryogen (iii). C) In negative stain the specimen on the grid 
is embedded in a thin layer of amorphous heavy metal 
salt, which provides structural support for the biological 
material and imaging contrast in the electron microscope. 
In cryo-EM, the sample is suspended in a vitreous ice 
layer and trapped in a close to physiological 
environment.  

Note that these new microfluidic methods have 
significant advantages compared to classical EM 
grid preparation approaches: (i) only a minimal 
total volume of 3 nL is needed (conventional 
methods: 3 to 5 µL); (ii) the EM grid preparation is 
basically lossless. In classical sample preparation 
methods, 99.99% of the sample is lost; (iii) the 
harsh paper-blotting step is completely eliminated 
and the exposure time of the protein to the air/water 
interface is minimized. Furthermore, the new 
method allows to be directly coupled to protein 
isolation methods as shown below. 

Microfluidic protein isolation 

We are using a magnetic trap to immobilize super 
paramagnetic particles (15 to 1000 nm in diameter, 
depending of the application) developed before for 
targeted proteomics and diagnostics. The principles 
for microfluidic protein purification coupled to EM 
grid preparation are shown in figure 2A. We are now 

able to isolate proteins from raw cell lysate (Fig. 2B) 
in about one hour. Note that the “photo-elution” 
avoids changing the chemical composition of the 
buffer for the release of the target protein. 
Therefore, only minimal amounts of unspecific 
proteins are eluted, as seen in the clean background 
of the eluate (Fig. 2C). This system also allows the 
direct preparation of the protein for cryo-EM. 

 

Fig. 2 Integration of protein purification into the 
cryoWriter set-up. A) Principle of the protein isolation 
procedure used for this particular experiment. (1) The 
super-paramagnetic particles functionalized with an 
antibody against the target protein are mixed with cell 
lysate. For the functionalization, a photo-cleavable linker 
is used. (2) The particles are immobilized using the 
magnetic trap and the beads are washed with buffer. (3) 
The photo-cleavable linkers are split by UV-light 
illumination. (4) After photo-elution the sample plug is 
conditioned with negative stain (tungsten salt) and 
written onto an EM grid with continuous carbon film (5). 
All protein isolation steps and EM-grid preparation are 
now automated. B) Negative stain of raw cell lysate 
containing the target protein. C) Purified protein (ring 
like structures), connected by antibodies. Inset shows the 
indicated region 2.5x enlarged. Note the clean 
background. Scale bars B&C: 100 nm. 
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Surface plasmon resonances in metallic nano-
structures enable the confinement and manipulation 
of the electromagnetic field well below the 
diffraction limit, thus opening new paradigms for 
optical devices. This project aims for developing an 
optical retarder and its integration in display 
devices. This is achieved by design and fabrication of 
plasmonic nanostructures showing a strong and 
spectrally narrow birefringence effect, which can be 
actively controlled by liquid crystals. 

 

Fig. 1 (a) Plasmonic phase retarder placed between 
crossed polarizers. (b) Harmonic oscillator model applied 
as a decrease of TM transmission, while the TE 
transmission is spectrally flat. Constructive and 
destructive interferences are observed for cross 
polarizations. (c) The rotation of the analyzing polarizer 
yields different colors. 

The basic working principle is shown in figure 1a. A 
plasmonic phase retarder is placed between crossed 
polarizers to generate different colors in trans-
mission [1]. An analytical model based on harmonic 
oscillator has been developed by CSEM in order to 
understand the contribution of plasmon resonances 
to transmitted light. The total transmission through 
the device with the analyzing polarizer at 45° or 135° 
can be computed using Jones’ matrices: T=TTM/4+ 
TTE/4± TTM TTE cos(fTE-fTM)/2,	where TTM and TTE 
are the transmission amplitudes for TM and TE 
polarizations, respectively, and fTM and fTE their 
phase. The TM transmission of the plasmonic phase 
retarder is modelled by a harmonic oscillator model 
for a given resonance frequency w0 and bandwidth 
g0: TTM=1-g02w02/[(w02- w2)2+ g02w2], and fTM=tan-

1[g0w/ (w02- w2)]. Introducing this response in the 
equation for the transmission as a function of the 
orientation of the analyzing polarizer yields the 
different spectra in figure 1b. The resonance 

wavelength of 500nm and bandwidth have been 
chosen to maximize the color difference. 
Interestingly, the phase variation of the oscillator 
around the resonance leads to a sharp constructive 
or destructive interference for crossed polarizations 
(45° and 135°), thus generating a low-pass or high-
pass optical filter, respectively. The resulting colors 
are shown in figure 1c. 

In a metallic nanostructure, the birefringence is 
determined by plasmonic and non-resonant 
contributions (i.e. effective refractive index).  
Numerical calculations have been performed by 
CSEM to gain a deep insight in the optical near and 
far-field, which is necessary to design and optimize 
the combination of these contributions. The 
presented silver nanostructure has a deep-
subwavelength periodicity (220nm and below) in 
order to avoid diffraction effects. Constraints from 
the fabrication process have been included from the 
scanning electron microscopy (SEM) images of first 
fabricated structures in order to make a realistic 
design. The polarization-dependent transmission 
amplitude and phase have been calculated and used 
to obtain the transmission for different angles of the 
analyzing polarizer (Fig. 2a). As predicted by the 
oscillator model, sharp interference effects occur for 
crossed polarizations (45° and 135°). Strong purple 
and yellow colors are observed because of the slope 
of the combined resonant and non-resonant 
responses (Fig. 2b). 

 
Fig. 2 Numerical analysis of a plasmonic phase retarder 
using the surface integral method [2]. (a) Transmittance 
as a function of the angle of the analyzing polarizer. (b) 
Corresponding colors in CIE space. (c) Electric field 
intensity at resonance. (d-e) Surface charge distribution 
(d) below and (e) above resonance. Red: positive. Blue: 
negative. 

Studying the electromagnetic response in the near-
field, we can observe a strong intensity on the top 
and bottom corners of the structure (Fig. 2c). The 
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distribution of charges below (l=450nm) and above 
resonance (l=550nm) show a change of sign which 
implies that the sharp phase variation in 
transmission around the plasmon resonance 
originates from oscillations of the surface charges 
(Fig. 2d-e).  
 
We have fabricated high-resolution and large-area 
(~3×3cm2) plasmonic phase retarder using extreme 
ultraviolet interference lithography (EUV-IL) tool at 
PSI. We have adopted Talbot lithography [3] owing 
to its high resolution and high throughput. 

Fig. 3 (a) SEM image of HSQ lines on Si with a period of 
150 nm and line width of 60 nm. The left inset shows a 
low magnification SEM image of a single exposed field 
and the right inset a low magnification SEM image of the 
HSQ grating. (b) The grating transferred to the Si wafer 
with 60-nm-width lines. 

A 100 mm Si wafer is spin-coated with a high-
resolution resist (hydrogen silsesquioxane or HSQ) 
with a thickness of ~60 nm. The required pattern 
(grating with a period of 150 nm and a linewidth of 
60nm) is recorded on the photoresist using a 
specially developed transmission mask (on 100 nm 
Si3N4 membrane). An area larger than 3×3 cm2 is 
patterned by step-and-repeat. The wafer is 
subsequently developed in a TMAH solution. Figure 
3a shows an SEM image of the nanograting recorded 
on the HSQ resist. A low magnification image of a 
single exposed field (~1×1 mm2) is shown together 
with its adjacent fields, as well as a high 
magnification image of the 60-nm lines. The HSQ 
pattern needs to be transferred to the Si substrate 
with reactive ion etching. The residual HSQ resist is 
stripped from the wafer by a buffered HF. The 
resulting pattern transferred into Si is shown in Fig. 
3b. The development of the Si grating was the result 
of a series of tests, required for the development and 
optimization of the nanofabrication process, 
including optimal HSQ coating conditions, Talbot 
lithography dose optimization, stitching mini-
mization, development and optimization of the Si 
anisotropic etch etc. 

A plasmonic phase retarder has been fabricated at 
CSEM by UV-nanoimprint of a grating master and 
evaporation of a silver thin film, followed by an 
encapsulation. The polarization-dependent trans-

mittance is shown in figure 5a, with a plasmon 
resonance at 480 nm for the TM polarization. 

 
Fig. 4 (a) Transmission for TM (orange) and TE (blue) 
polarization of a fabricated plasmonic phase retarder. (b) 
Ellipsometric measurement of retardance, showing a 
strong phase variation around the plasmonic resonance. 
(c) Colors under rotation of the analyzing polarizer. 

Ellipsometric measurements have been performed 
by ROLIC to measure the phase retardation between 
the transmitted TM and TE fields (Fig. 4b). A strong 
phase variation is observed at the plasmon 
resonance, in perfect agreement with simulations. 
This phase behavior for a thickness below 100 nm 
cannot be obtained from nanostructured phase 
retarders. A variety of colors, from blue to purple, 
orange and yellow are generated from the structure 
(Fig. 4c) in agreement with the theoretical 
predictions. 

In summary, we performed the design, fabrication 
and characterization of plasmonic phase retarders 
with spectrally narrow phase variations. We have 
demonstrated the ability to control the optical phase 
beyond birefringent materials which paves the way 
for display applications [4]. In the continuation of 
the project, the integration with liquid crystal cells 
as variable optical retarders controlled with a ~60 
Hz square voltage from ROLIC will demonstrate 
their potential to be integrated into display devices. 
In parallel, further optimization of the design and 
fabrication will be conducted by the consortium to 
extend the color palette towards the green and red 
ranges and to improve their performance. 
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Surface plasmon resonances in metallic nano-
structures enable the confinement and manipulation 
of the electromagnetic field well below the 
diffraction limit, thus opening new paradigms for 
optical devices. This project aims for developing an 
optical retarder and its integration in display 
devices. This is achieved by design and fabrication of 
plasmonic nanostructures showing a strong and 
spectrally narrow birefringence effect, which can be 
actively controlled by liquid crystals. 

 

Fig. 1 (a) Plasmonic phase retarder placed between 
crossed polarizers. (b) Harmonic oscillator model applied 
as a decrease of TM transmission, while the TE 
transmission is spectrally flat. Constructive and 
destructive interferences are observed for cross 
polarizations. (c) The rotation of the analyzing polarizer 
yields different colors. 

The basic working principle is shown in figure 1a. A 
plasmonic phase retarder is placed between crossed 
polarizers to generate different colors in trans-
mission [1]. An analytical model based on harmonic 
oscillator has been developed by CSEM in order to 
understand the contribution of plasmon resonances 
to transmitted light. The total transmission through 
the device with the analyzing polarizer at 45° or 135° 
can be computed using Jones’ matrices: T=TTM/4+ 
TTE/4± TTM TTE cos(fTE-fTM)/2,	where TTM and TTE 
are the transmission amplitudes for TM and TE 
polarizations, respectively, and fTM and fTE their 
phase. The TM transmission of the plasmonic phase 
retarder is modelled by a harmonic oscillator model 
for a given resonance frequency w0 and bandwidth 
g0: TTM=1-g02w02/[(w02- w2)2+ g02w2], and fTM=tan-

1[g0w/ (w02- w2)]. Introducing this response in the 
equation for the transmission as a function of the 
orientation of the analyzing polarizer yields the 
different spectra in figure 1b. The resonance 

wavelength of 500nm and bandwidth have been 
chosen to maximize the color difference. 
Interestingly, the phase variation of the oscillator 
around the resonance leads to a sharp constructive 
or destructive interference for crossed polarizations 
(45° and 135°), thus generating a low-pass or high-
pass optical filter, respectively. The resulting colors 
are shown in figure 1c. 

In a metallic nanostructure, the birefringence is 
determined by plasmonic and non-resonant 
contributions (i.e. effective refractive index).  
Numerical calculations have been performed by 
CSEM to gain a deep insight in the optical near and 
far-field, which is necessary to design and optimize 
the combination of these contributions. The 
presented silver nanostructure has a deep-
subwavelength periodicity (220nm and below) in 
order to avoid diffraction effects. Constraints from 
the fabrication process have been included from the 
scanning electron microscopy (SEM) images of first 
fabricated structures in order to make a realistic 
design. The polarization-dependent transmission 
amplitude and phase have been calculated and used 
to obtain the transmission for different angles of the 
analyzing polarizer (Fig. 2a). As predicted by the 
oscillator model, sharp interference effects occur for 
crossed polarizations (45° and 135°). Strong purple 
and yellow colors are observed because of the slope 
of the combined resonant and non-resonant 
responses (Fig. 2b). 

 
Fig. 2 Numerical analysis of a plasmonic phase retarder 
using the surface integral method [2]. (a) Transmittance 
as a function of the angle of the analyzing polarizer. (b) 
Corresponding colors in CIE space. (c) Electric field 
intensity at resonance. (d-e) Surface charge distribution 
(d) below and (e) above resonance. Red: positive. Blue: 
negative. 

Studying the electromagnetic response in the near-
field, we can observe a strong intensity on the top 
and bottom corners of the structure (Fig. 2c). The 
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distribution of charges below (l=450nm) and above 
resonance (l=550nm) show a change of sign which 
implies that the sharp phase variation in 
transmission around the plasmon resonance 
originates from oscillations of the surface charges 
(Fig. 2d-e).  
 
We have fabricated high-resolution and large-area 
(~3×3cm2) plasmonic phase retarder using extreme 
ultraviolet interference lithography (EUV-IL) tool at 
PSI. We have adopted Talbot lithography [3] owing 
to its high resolution and high throughput. 

Fig. 3 (a) SEM image of HSQ lines on Si with a period of 
150 nm and line width of 60 nm. The left inset shows a 
low magnification SEM image of a single exposed field 
and the right inset a low magnification SEM image of the 
HSQ grating. (b) The grating transferred to the Si wafer 
with 60-nm-width lines. 

A 100 mm Si wafer is spin-coated with a high-
resolution resist (hydrogen silsesquioxane or HSQ) 
with a thickness of ~60 nm. The required pattern 
(grating with a period of 150 nm and a linewidth of 
60nm) is recorded on the photoresist using a 
specially developed transmission mask (on 100 nm 
Si3N4 membrane). An area larger than 3×3 cm2 is 
patterned by step-and-repeat. The wafer is 
subsequently developed in a TMAH solution. Figure 
3a shows an SEM image of the nanograting recorded 
on the HSQ resist. A low magnification image of a 
single exposed field (~1×1 mm2) is shown together 
with its adjacent fields, as well as a high 
magnification image of the 60-nm lines. The HSQ 
pattern needs to be transferred to the Si substrate 
with reactive ion etching. The residual HSQ resist is 
stripped from the wafer by a buffered HF. The 
resulting pattern transferred into Si is shown in Fig. 
3b. The development of the Si grating was the result 
of a series of tests, required for the development and 
optimization of the nanofabrication process, 
including optimal HSQ coating conditions, Talbot 
lithography dose optimization, stitching mini-
mization, development and optimization of the Si 
anisotropic etch etc. 

A plasmonic phase retarder has been fabricated at 
CSEM by UV-nanoimprint of a grating master and 
evaporation of a silver thin film, followed by an 
encapsulation. The polarization-dependent trans-

mittance is shown in figure 5a, with a plasmon 
resonance at 480 nm for the TM polarization. 

 
Fig. 4 (a) Transmission for TM (orange) and TE (blue) 
polarization of a fabricated plasmonic phase retarder. (b) 
Ellipsometric measurement of retardance, showing a 
strong phase variation around the plasmonic resonance. 
(c) Colors under rotation of the analyzing polarizer. 

Ellipsometric measurements have been performed 
by ROLIC to measure the phase retardation between 
the transmitted TM and TE fields (Fig. 4b). A strong 
phase variation is observed at the plasmon 
resonance, in perfect agreement with simulations. 
This phase behavior for a thickness below 100 nm 
cannot be obtained from nanostructured phase 
retarders. A variety of colors, from blue to purple, 
orange and yellow are generated from the structure 
(Fig. 4c) in agreement with the theoretical 
predictions. 

In summary, we performed the design, fabrication 
and characterization of plasmonic phase retarders 
with spectrally narrow phase variations. We have 
demonstrated the ability to control the optical phase 
beyond birefringent materials which paves the way 
for display applications [4]. In the continuation of 
the project, the integration with liquid crystal cells 
as variable optical retarders controlled with a ~60 
Hz square voltage from ROLIC will demonstrate 
their potential to be integrated into display devices. 
In parallel, further optimization of the design and 
fabrication will be conducted by the consortium to 
extend the color palette towards the green and red 
ranges and to improve their performance. 
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Introduction 

The project aims for the development of a 3D 
printable membrane composed of the new 
biocompatible polymer family “Cellophil®” and 
gradients of hydroxyapatite to be utilized in a 3 D 
printing process on a RegenHu Bioprinter. The 
functional membranes are crosslinked during the 
printing process to achieve a polymer network, with 
a barrier function on one side and a porous structure 
on the other side of the membrane allowing cells to 
grow and the tissue to regenerate. Furthermore the 
membrane will be functionalized by e.g. growth 
factors to assist the regeneration process. The 
immobilization of the selected factors will be 
accomplished by non- covalent interactions by so 
called coiled-coil peptides, where one coil is attached 
to the membrane and the other coil to the factor. 
These peptides interact with each other by building 
up a super-coiled conformation. The super-coiled 
conformation shows strong ionic and hydrophobic 
affinities (Kd up to 10-10). The peptides will be 
produced by genetic engineering and expressed in E. 
Coli, after purification further chemically 
functionalized allowing the immobilization of growth 
factor and to the membrane respectively. Because the 
binding is based on non-covalent interaction the 
immobilization of the growth factors will take place 
under very mild conditions and is universally 
applicable. Furthermore the number of bound 
molecules can be controlled very precisely.  

Synthesis of the Prepolymer 

In the first part of the project (month 0-4) a suitable 
set of different pre-polymers for the 3D printing 
process was synthetized utilizing RAFT 
polymerization and a bifunctional RAFT linker which 
was designed and synthesized in course of the 
project.  
In order to make use of the immobilization strategy 
based on Coiled-Coil peptides the prepolymers where 
chemically modified allowing the immobilization 
process via Click-chemistry. 

The synthesized functional prepolymers will be used 
in the 3D printing process with a RegenHU 
bioprinter to produce the double sided functional 
membranes. After the individually printed layers the 
polymers will be crosslinked by a built in UV source 
(360 nm) to form a polymeric network. Depending 
on the composition of the polymers a barrier layer or 
a layer allowing cell growth is formed.  

First successful crosslinking experiments revealed 
good mechanical properties of the final polymer 
allowing further experiments to be carried out on the 
3D printing system. 
 

 
Fig. 1 Left: UV Crosslinked Hydrogel. Right: FITC labelled 
Polymer 

 

Fig. 2 Infrared analysis of the FITC labelled crosslinked 
polymer 

Further, a part of the amino groups in Cellophil® 
pre-polymers were functionalized with fluorescine-
iso-thiocyanate (FITC) and crosslinked with UV light 
(365 nm). Subsequently obtained hydrogels were 
washed extensively with PBS pH 7.4. Most of the 
fluorescence label remained inside the hydrogel 
indicating a good cooperation of Cellophil® into the 
hydrogel network. These results are in line with the 
IR Analysis. 

First trials utilizing the inhouse (FHNW-HLS) 
RegenHu 3D Cell printer to study the rheological 
properties of the polymers, the printing stability and 
the crosslinking efficacy have been performed. The 
very promising results revealed that the polymers can 
be successfully crosslinked with the current setup 
maintaining the printed structure. 

Expression of ACID and BASE coiled-coil 
peptides  

The expression “coiled-coil” designates a protein 
structure motif. Proteins and their functions are 
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determined by their three-dimensional structure, 
which occurs by folding processes performed by 
many natural proteins. The first and simplest form of 
protein folding is the α-helical coiled coil. Therefore, 
those interactions are among the best-understood 
motifs, so such structures are often main objects for 
protein studies [1, 2]. In coiled-coil proteins, the α-
helices are wrapped around each other, forming a 
supercoil, which can be left- or right-handed. 
Generally, a coiled-coil sequence consists of seven 
residue	 repeats, called heptad. One heptad consists 
of the aminoacids a, b, c, d, e, f and g, whereas a and 
d are hydrophobic aminoacids (mainly Leu, Ile and 
Val), e and g are charged (often Lys and Glu). This 
leads to a hydrophobic core (a and d) and interhelical 
ionic interactions (e and g) (Fig.3) [3]. The simplest 
form of a coiled-coil peptides are two heptads, but 
can go up to 200 heptads in more complex proteins 
[4]. form of a coiled-coil peptides are two heptads, 
but can go up to 200 heptads in more complex 
proteins [4].		

	
Fig. 3 Scheme of the coil coiled interaction 

In the context of the project, coiled-coil peptides are 
used to stimulate cell growth in an indirect way. 
Thereby, one coil is bound to a scaffold surface and 
one coil is connected to a growth factor, such as BMP. 
The two coils will form a supercoil (coiled-coil) by 
non-covalent interaction. As the sequences of the 
coiled-coil peptides contain also a MMP-2 cleavage 
site, a controlled release of the growth factor from the 
surface of the scaffold will be ensured.  

 
 The plasmid coding for the coiled-coil peptide 
(ACID) was obtained from CIS Pharma AG. Coil 
peptide BASE was created by cloning reaction 
between the synthetically ordered sequence for the 
coil BASE (Geneart, Thermo Fisher Scientific) and 
the backbone of the plasmid coding for ACID using 
the same restriction enzymes EcoR1 and Nde1 for 
both reactions. Ligation was performed over night 
with T4 DNA Ligase for increased efficiency and 
maximum yield. Transformation reactions were 
conducted using heat shock treatment of NEB5α 
competent E.coli to obtain high amount of plasmid 
DNA. Due to an ampicillin resistance marker on the 
plasmid, selection of successfully transformed 
bacteria was possible on ampicillin LB agar plates. 
The sequence of the plasmids (ACID and BASE) was 

confirmed by sequencing (Synergene Biotech), the 
peptide sequence (ACID and BASE) and HisTag (for 
protein purification) as well as the enzymatic 
cleavage sites in the fusion protein is necessary, as 
solely expression of the coiled-coil peptides its due to 
small size not possible. Finally, Finally, plasmids 
were transformed into BL21 pLysS E.coli strains for 
expression.  

Protein expression could be successfully demon-
strated as indicated in figure 4. Expression was 
performed with the coiled-coil peptide ACID. 
Therefore, an overnight culture containing ampicillin 
was inoculated with BL21 pLysS E.coli carrying the 
plasmid ACID. Afterwards, shaking ampicillin over 
night cultures at 37°C and 18°C, induced with 
Isopropyl-β-D-thiogalactopyranoside (IPTG), were 
started. The bacteria in the culture were lysed with 
Triton X, Lysozym, DNase and ultrasound. After high 
speed centrifugation, the supernatant, containing the 
soluble protein fraction, was 
collected and purified with cobalt-based 
chromatography package material on Profinia 
Affinity Chromatography Protein Purification 
System by Bio-Rad. In course of the project the 
peptide production process will be further optimized 
and utilized in the non-covalent modification process 
of the 3 D printed Cellophil® membranes. 

 

Fig. 4 displays the PAGE gel of the expressed proteins 
indicated by the red circles 
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Introduction 

The project aims for the development of a 3D 
printable membrane composed of the new 
biocompatible polymer family “Cellophil®” and 
gradients of hydroxyapatite to be utilized in a 3 D 
printing process on a RegenHu Bioprinter. The 
functional membranes are crosslinked during the 
printing process to achieve a polymer network, with 
a barrier function on one side and a porous structure 
on the other side of the membrane allowing cells to 
grow and the tissue to regenerate. Furthermore the 
membrane will be functionalized by e.g. growth 
factors to assist the regeneration process. The 
immobilization of the selected factors will be 
accomplished by non- covalent interactions by so 
called coiled-coil peptides, where one coil is attached 
to the membrane and the other coil to the factor. 
These peptides interact with each other by building 
up a super-coiled conformation. The super-coiled 
conformation shows strong ionic and hydrophobic 
affinities (Kd up to 10-10). The peptides will be 
produced by genetic engineering and expressed in E. 
Coli, after purification further chemically 
functionalized allowing the immobilization of growth 
factor and to the membrane respectively. Because the 
binding is based on non-covalent interaction the 
immobilization of the growth factors will take place 
under very mild conditions and is universally 
applicable. Furthermore the number of bound 
molecules can be controlled very precisely.  

Synthesis of the Prepolymer 

In the first part of the project (month 0-4) a suitable 
set of different pre-polymers for the 3D printing 
process was synthetized utilizing RAFT 
polymerization and a bifunctional RAFT linker which 
was designed and synthesized in course of the 
project.  
In order to make use of the immobilization strategy 
based on Coiled-Coil peptides the prepolymers where 
chemically modified allowing the immobilization 
process via Click-chemistry. 

The synthesized functional prepolymers will be used 
in the 3D printing process with a RegenHU 
bioprinter to produce the double sided functional 
membranes. After the individually printed layers the 
polymers will be crosslinked by a built in UV source 
(360 nm) to form a polymeric network. Depending 
on the composition of the polymers a barrier layer or 
a layer allowing cell growth is formed.  

First successful crosslinking experiments revealed 
good mechanical properties of the final polymer 
allowing further experiments to be carried out on the 
3D printing system. 
 

 
Fig. 1 Left: UV Crosslinked Hydrogel. Right: FITC labelled 
Polymer 

 

Fig. 2 Infrared analysis of the FITC labelled crosslinked 
polymer 

Further, a part of the amino groups in Cellophil® 
pre-polymers were functionalized with fluorescine-
iso-thiocyanate (FITC) and crosslinked with UV light 
(365 nm). Subsequently obtained hydrogels were 
washed extensively with PBS pH 7.4. Most of the 
fluorescence label remained inside the hydrogel 
indicating a good cooperation of Cellophil® into the 
hydrogel network. These results are in line with the 
IR Analysis. 

First trials utilizing the inhouse (FHNW-HLS) 
RegenHu 3D Cell printer to study the rheological 
properties of the polymers, the printing stability and 
the crosslinking efficacy have been performed. The 
very promising results revealed that the polymers can 
be successfully crosslinked with the current setup 
maintaining the printed structure. 

Expression of ACID and BASE coiled-coil 
peptides  

The expression “coiled-coil” designates a protein 
structure motif. Proteins and their functions are 
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determined by their three-dimensional structure, 
which occurs by folding processes performed by 
many natural proteins. The first and simplest form of 
protein folding is the α-helical coiled coil. Therefore, 
those interactions are among the best-understood 
motifs, so such structures are often main objects for 
protein studies [1, 2]. In coiled-coil proteins, the α-
helices are wrapped around each other, forming a 
supercoil, which can be left- or right-handed. 
Generally, a coiled-coil sequence consists of seven 
residue	 repeats, called heptad. One heptad consists 
of the aminoacids a, b, c, d, e, f and g, whereas a and 
d are hydrophobic aminoacids (mainly Leu, Ile and 
Val), e and g are charged (often Lys and Glu). This 
leads to a hydrophobic core (a and d) and interhelical 
ionic interactions (e and g) (Fig.3) [3]. The simplest 
form of a coiled-coil peptides are two heptads, but 
can go up to 200 heptads in more complex proteins 
[4]. form of a coiled-coil peptides are two heptads, 
but can go up to 200 heptads in more complex 
proteins [4].		
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solely expression of the coiled-coil peptides its due to 
small size not possible. Finally, Finally, plasmids 
were transformed into BL21 pLysS E.coli strains for 
expression.  

Protein expression could be successfully demon-
strated as indicated in figure 4. Expression was 
performed with the coiled-coil peptide ACID. 
Therefore, an overnight culture containing ampicillin 
was inoculated with BL21 pLysS E.coli carrying the 
plasmid ACID. Afterwards, shaking ampicillin over 
night cultures at 37°C and 18°C, induced with 
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started. The bacteria in the culture were lysed with 
Triton X, Lysozym, DNase and ultrasound. After high 
speed centrifugation, the supernatant, containing the 
soluble protein fraction, was 
collected and purified with cobalt-based 
chromatography package material on Profinia 
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